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Abstract

TheextendedROentgenSurvey with anl magingTelescopeéArray (eROSITA) project is the Ger-
man contribution to the X-ray satellite Spectrum-X-Gamihaonsists of an imaging instrument
built from 7 individual Wolter telescopes, where each ohthiegas its own CCD detector. During
its flight the data from the satellite will be monitored bjNaarReal Time dataAnalysis (NRTA)
software, which is developed at the Dr. Remeis-Sternwart®@amberg. The NRTA will detect
hardware problems and scientificly interesting phenomigearansient X-ray sources right after
the transmission of the observation data from the satétlitbe ground station.

In order to be able to test the code of the NRTA software befoedaunch of the satellite, a
simulation for the eROSITA telescope was developed in thesmof this work. It uses realistic
X-ray source distributions to generate X-ray photons withadequate algorithm. The photon
reflection by the mirror system and the subsequent deteudtitinthe CCD detector are imple-
mented according to realistic models using, e.g., a sirrdRoint SpreadFunction (PSF) and a
detector specifiRRedistributionM atrix File (RMF). Additional detector features like split events
or pileup are also included. The final output of the simulai®an event list file with a format
similar to the future output of the real telescope.

Event lists for dfferent scenarios like transient objects or detector defsnisbe generated
by the simulation and used as input for the NRTA. Therefdre simulation is a powerful testing
tool, that can still be extended with several additionatuess. It can be also used to study, e.g.,
the impact of the telescope motion during the all-sky sumeyhe measured data.
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Chapter 1

Introduction

The eROSITA telescope is an X-ray telescope, which will sitenentire sky to obtain a com-
prehensive catalog of astronomical X-ray sources. In thigext this chapter provides a short
introduction to the scientific and technical background af) astronomy.

1.1 X-ray astronomy

At the early stages of astronomy the universe was observegtioal light emitted from stars
of reflected from planets or similar objects. In the 20th agnthe observation of additional
wavelengths in the infrared or radio band and in the highgndomain of X-rays ang-rays
became technically possible. According to their physiaKkground, particular regions of the
universe might look very dierent in these energy ranges. Many new scientific resultsgate
from the new radiation detection methods (Carroll & Ostli@96).

Observing the universe at very short wavelengths of X-ragkyarays, i.e., photon energies
above 01 keV, makes it possible to investigate high energetic phema such as supernovae,
black holes Active Galactic Nuclei (AGN) or galaxy clusters (Aschenbach et al. 1998, (&sar
& Seward 1995). In the case of the latter three kinds of objadbt of mass is concentrated in
a finite volume, which results in a very strong gravitatiopatential. This potential has enough
power to heat the surrounding matter up to X-ray temperaturae emerging radiation typically
has very short wavelengths. Additionally the K-shell titios of most chemical elements also
lies in the range of X-ray energies (Dmitriev et al., 2005% tAese transitions usually produce
strong lines, they can be observed quite well even over ldigtances and provide information
about the emitting material.

A big disadvantage of visible light is its absorption by dastl gas clouds in the universe.
In contrary the very short and the very long wavelengths amrefrate these obscuring clouds
(Dmitriev et al., 2005). Due to this property they can previegry deep insight into the universe.
Therefore, the research in global properties of the uniydike cosmological investigations or
the search for dark matter, can gather information from Keataservations.

Among the current astronomical issues particularly thesgfier dark matter is a popular
scientific goal. In this field of interest the mass distribatin the universe and several cosmo-
logical constants play an important role. Many astrononmerse to find out more about these
unknown quantities by investigating large-scale cosmioldgbjects like galaxy clusters, which
create difuse X-ray radiation. Therefore, one of the destinations afiyrcurrent X-ray missions
are surveys of clusters and super-clusters (Squires e9@b, MPE, et al. 2007, Dmitriev et al.
2005).

Apart from the difuse light emitted by galaxy clusters there are maiffedént compact ob-
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jects generating short wavelength radiation. The most lpommong them are X-ray binaries
consisting of a compact object, like a neutron star or a bitext&, and a companion star "feeding”
the compact object (Carroll & Ostlie 1996, Charles & Sew&85). Usually the companion fills
its Roche-lobe, i.e., it is extended to such a degree, thaentman be transferred to the compact
object. As the latter one has a very deep gravitational pialea lot of energy is released by this
process. In fact mass accretion is the mdBtient physical energy creation processes (Wilms,
2002). The accretion of matter with masonto a black hole with the Schwarzschild radius

_ 2GM

Rs
2

(1.1)

releases an energy up to
GMm_1
R 2"
i.e., theoretically about 50% of the rest mass can be raleasenergy. Of course, there has to be
some radiation production mechanism, othervA&g.. would be transformed into kinetic energy
without any X-ray emission. According to a closer matheo@tanalysis the fraction of released
energy depends on the rotation of the compact object. Forxémman rotating black hole it can
be up to 40% of the rest mass. In comparison to that the fudibiydrogen to helium only has
an dficiency of 07% (Wilms, 2002).

A further X-ray emitting phenomenon are AGN (Wilms, 2006heEe are high-mass black
holes in the center of galaxies, which accrete matter of lget@ral solar masses per year. Due
to angular momentum conservation the matter forms an aocrdisk instead of directly falling
onto the black hole. According to the current scientific mMea@every hot corona envelopes the
accretion disk. The gas atoms in the corona perform invessgton scattering with the photons
emitted from the disk, i.e., they transfer energy to the phst This mechanism creates a power
law spectrum of X-ray photons.

Compact objects with accretion disks are usually locatedeat large distances from the
Earth, so they can be observed as point like X-ray sourcesritrary to galaxy clusters, which
are extended sources withfldise emission. Previous X-ray surveys (see Sec. 1.3) havensho
that the major part of th€osmicX-Ray Background (CXRB), which was observed by the first
X-ray missions as €liuse X-ray radiation originating from all directions of thikeygGiacconi
et al., 1962), can be resolved into discrete sources. Motsteoh have been identified as AGN
(Brandt & Hasinger, 2005). It is supposed that a comprekiergirvey of AGN can reveal new
information about the evolution of the universe.

ABacc = (1-2)

1.2 X-ray telescopes

It turns out that the atmosphere of the Earth is quasi-opfarlegh energetic electromagnetic ra-
diation in the energy domain of X-rays apetays (Aschenbach et al. 1998, Carroll & Ostlie 1996,
Charles & Seward 1995), as shown in Fig. 1.2. Although thi$ R quite advantageous for the
health of any living creatures on this planet, it complisatge observation of the corresponding
astronomical sources with ground based instruments.

The only way to detect X-ray light from the ground is to measts interaction with molecules
in the upper parts of the atmosphere. The Cherenkov lighdymed by these processes can,
e.g., be observed by thdajor AtmosphericGamma-Rayl maging Cerenkov (MAGIC) tele-
scope on La Palma, Canarian Islands (Petry & The MAGIC TelesdCollaboration, 1999).
Another well-known telescope built for this particular paf astronomical science is theigh
Energy StereoscopicSystem (H.E.S.S.) in Namibia (Bernlohr et al., 2003). But ¢hservation
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Figure 1.1: Microquasar accreting matter from a companian gue to angular momentum con-
servation the matter is not falling on the compact object $traight line, but forms an accretion
disk (artist’s viewhttp;/Avww.spacetelescope.grg

of Cherenkov light is only applicable for very high photoreegies of the order of several GeV,
i.e., in the domain of harg-rays.

In order to avoid atmospheric absorption, during the edagess of X-ray astronomy detectors
were mounted on rockets and launched a few hundred kilométés the upper atmospheric
layers. Of course, due to the quite short flights only snapsteasurements were possible with
this method. For long term observations, most X-ray expenits are performed on satellites
today with a more or less static orbit around the Earth.

Apart from the atmospheric absorption a further problemightenergy astronomy is the
fact that X-rays ang-rays cannot be focused by conventional optical methods aadenses or
mirrors. Due to their quasi-constant index of refractionvinst materials they simply penetrate
the lens or mirror without being deflected. Therefore, it iste difficult to build an imaging
telescope for this high energetic radiation.

Basically there are two common methods used for X-ray tefgse on satellites (cf. Wilms
2008). The first possibility, which is also realized for eRDS are the so-called\Volter tele-
scopesproposed by Wolter (1952). They are based on the total rifteof X-ray photons on a
metal surface like gold under a very small angle of incidemc®rder to obtain an adequate light
collecting area the imaging system is built from severalronishells assembled inside of each
other. The individual mirror shells actually are a comhimratof a paraboloid and a hyperboloid
focussing the light, which originates from a particularmi@ource, onto a spot in the focal plane.

Each mirror shell has a particular weight, so the number dif/idual mirrors cannot be too
large, as the entire telescope still has to be launched patoes To achieve good optical perfor-
mance, the quality of the mirrors has to fullfill high staragrwhich complicates the manufactur-
ing. Additionally the focal length of a Wolter telescopedsrio be of the order of several meters,
whereas the space available on satellites is very limited.
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Figure 1.2: Absorption of radiation by the atmosphere: the indicates the height in the atmo-
sphere at which half of the cosmic electromagnetic radiasoabsorbed. For visible light the
atmosphere is transparent, whereas X-raysyaray/s are almost completely absorbed (Charles &
Seward, 1995).

Apart from telescope weight and dimension problems Wokkastopes are only applicable
for quite low photon energies of up to about 10keV, becaugbdri energetic photons would
require very long focal lengths of more than 10 m. Theref@rapriate telescopes ardfutult
to be mounted on satellites. Additionally tfeéeld Of View (FOV) of a Wolter telescope is
usually quite narrow, of the order of only a few degrees. Alall Wolter telescopes represent a
possible and common technique to build an imaging systersdibrand intermediate X-rays, but
the production of the necessary optics is quite challenging

The second approach to determine the direction of an X-raycsois to put a mask with
a particular pattern of transparent and opaque pixels intfob a CCD detector, measure the
resulting shadow pattern, and obtain the direction of tlogdant photons from the shift of the
shadow pattern on the detector with respect to the maskrpatts indicated in Fig. 1.4. From
the mathematical point of view the shadow is the result ofctiha/olution of the source function
with the mask function, thus the position of the sources aauldtermined from the measured
image data by applying adequate mathematical deconvolutiethods, which is, e.g., explained
in Groeneveld (1999).

These so-calle€oded-Mask telescopese capable of higher photon energies than Wolter
telescopes and usually have a very wide FOV of up tb5°. They also do not bring along the
problems of long focal lengths, but their angular resolut®worse. As this kind of telescopes
is based on a completelyftkrent imaging technology than the Wolter technique, whichsied
for eROSITA, there will be no further information given inightext. For more details about
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Figure 1.3: Focussing of X-rays under grazing incidence Waditer telescope by double re-
flection on a paraboloid and a hyperboloid (numbers for Crarmbservatory, image from
NASA/CXC/SAQ, httpy/chandra.harvard.edi).

Coded-Mask telescopes see, e.g., Groeneveld (1999).

Imaging instruments for soft or medium radiation energies wsually operated with CCD
detectors. In comparison to other X-ray radiation detacli@e proportional counters they have
a very good spatial and temporal resolution. Apart from thigcal quality of the mirror system
the detector resolution has the biggest influence on thedefe resolution. Therefore, CCDs are
much more convenient for imaging telescopes than propwticounters (Fiorucci et al., 1990).

In terms of the energy resolution CCDs exhibit no disadgegan comparison to other de-
tectors. For eROSITA, with kull Width atHalf Maximum (FWHM) of 140eV at ® keV, the
resolution is even up tAE/E ~ 2.4% (Meidinger, 2008). The quanturffieiency of this detector
is very good with values af 90% for the photon energy range fron38eV to 11 keV.

The main disadvantage of CCD detectors are their temperatguirements. Usually they
have to be cooled down te —100°C, so a complex cooling system is necessary to provide
the required temperatures. For eROSITA the operating teatyre of —80°C is achieved by
a combination of variable-conductance heat pipes and tdiat@s. The temperature is kept
stable by datent cold storage unitFtrmetz, 2007), which is based on a chemical substance with
melting temperature close t80°C. The substance is in equilibrium with a frozen and a liquid
phase, so variations in thermal energy are absorbed byttd lzeat at the phase transition.

Although the energy resources on satellites are usualtg djmiited, the cooling problem can
be solved by adequate methods. Due to the advantages oftioeirspatial and energy resolution,
and due to their small size most X-ray instruments for the aofl intermediate energy range,
including eROSITA, use CCDs for radiation detection.

1.3 X-ray missions

The first astronomical X-ray experiments had to be mountegbokets or balloons in order to be
launched into the upper parts of the atmosphere for avotti@gbsorption of the radiation by the
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Figure 1.4: Technique of Coded-Mask telescopes (I&D. Geneva,
http;/isdc.unige.cifOutreachDatglbis.gif): the incident X-ray photons are partly absorbed
by a mask with a particular pattern resulting in a shadowepaton the CCD detector. The
direction of the X-ray source can be reconstructed from thift ef the shadow pattern with
respect to the mask.

atmosphere (Wilms 2008, Charles & Seward 1995). Theiraihgbals were the observation of
X-rays emitted by the Sun. During a rocket flight aimed to detieiorescent radiation from the
Moon, a bright galactic X-ray binary and the CXRB were disgred by Giacconi et al. (1962).
Later missions revealed a high degree of isotropy in the CXRMch resulted in the suggestion
that the corresponding sources have to be extragalact#m{B& Hasinger, 2005).

One of the milestones in X-ray astronomy was the satdRifentgenSATellite (ROSAT)
launched to a 580 km orbit in 1990. The primary destinatiothisf experiment, which is based
on a Wolter telescope, was an all-sky survey in the soft gnexgge from QL keV to 24 keV
to obtain an X-ray source catalog for the entire sky. Duriisgsurvey the satellite discovered
105924 sources in total (Voges et al., 2000). ROSAT was ablegolve 75% of the CXRB
into discrete sources with limiting fluxes down+al0-®erg cnt? s, where most of them have
been identified as AGN with a sky density ©f780 — 870 de§ (Brandt & Hasinger, 2005). It is
commonly supposed that almost the entire CXRB is createdrigsion from discrete sources,
but in order to verify this statement more sensitive obg@wa have to be performed.

According to observations of the spectrum of the CXRB, whiels a maximum at about

10
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30 — 40 keV (Marshall et al. 1980, Brandt & Hasinger 2005, MREal. 2007), most AGN must
be heavily obscured by gas and dust in the center of the galaxiherefore it is important to
observe the universe in the intermediate and hard X-raymegas high energetic photons above
2 keV can penetrate these clouds.

The three satellites ESAX-ray Multi-Mirror Mission Newton (XMM-Newton) (Jansen
et al., 2001), NASAsChandra (Weisskopf et al., 2000), both launched in 1999, and JAXA's
Suzaku(Mitsuda et al., 2007), launched in 2005, are the currenthstnimportant X-ray tele-
scopes. They can perform observations in the intermedisegg range ok 10keV and have
focal lengths of the order ofm, 10 m, and #5 m respectively. Opposite to ROSAT they are de-
signed for pointed observations of particular small sestiof the sky. One of the most common
surveys is th&€handra Deep Field-Northa 20 Ms exposure in a region with low intra-galactic ab-
sorption. Although XMM-Newton an€handraare quite suitable for deep pointed observations,
their instrumental layout is not adequate for wide field sysy which are necessary to perform
statistics of X-ray sources.

In order to provide a larger sample of sources for statistigkaminations the ROSAT catalog
should be enlarged by the later ABRIXAS mission (cf. MPE, le807). Unfortunately this
satellite lost its main battery immediately after its lalric 1999 due to an error in the technical
design, and therefore could never be operated in scientifilemThe successive mission ROSITA
was proposed in 2002 as a module on the ISS, but further iga¢ishs revealed that the contam-
ination in the direct neighborhood of the space station ashiigh for this kind of telescope. In
April 2003 a proposal for the missiddark UniverseObservatory (DUO) was submitted to the
NASA, but after initial selection for a phase A study, the fimaplementation was rejected for
financial reasons. Despite of this setback, the technoldtgyedUO CCDs developed during the
analysis study, can be used for the current eROSITA detector

11
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Chapter 2

eROSITA

Basically eROSITA is a successor to ROSAT in terms of perfognan all-sky survey in the X-ray
regime. This chapter provides a short overview of the eRA®MiSsion.

2.1 Mission design

The eROSITA mission consists of an X-ray telescope for phatnergies in the range from
0.5keVto 10keV. Itis developed under the control of Max-Planck-Institut flrExtraterrestrische
Physik (MPE) in Garching in cooperation with thastitute for Astronomy andAstrophysics
Tubingen (IAAT), theAstrophysicall nstitute Potsdam (AIP), the Sternwarte Hamburg, and the
Dr. Remeis-Sternwarte Bamberg (Astronomical InstitutdhefUniversity of Erlangen-Nuremberg),
and represents the German contribution to the Russianti$iciesatellite Spectrum-X-Gamma
(Predehl et al. 2006, Predehl et al. 2007).

2.1.1 Targets

In the first years of its flight eROSITA will perform an all-skyrvey of the X-ray sky in the low
and intermediate energy band fronb8eV to 10keV. By this observation, the source catalog
obtained from the survey of the earlier ROSAT mission, wél éxtended to the intermediate
energy band. As the radiation of most X-ray sources is alesbbly gas and dust in the galaxies,
these obscured sources can only be observed at very shatengths. Therefore the extension
of the ROSAT soft-energy survey to the eROSITA survey is gooirtant aspect of this mission.

Additionally the sensitivity of eROSITA is at least 10 timieigher than the sensitivity of the
earlier ROSAT mission (see Fig. 2.1). Therefore, a large memof new sources will probably
be found in the course of this survey. According to estim@WiRE, et al., 2007) the eROSITA
survey will discover up to.2 million AGN in the energy band from® — 2 keV and about 100 000
galaxy clusters. In comparison to the 105 924 sources in &&3RFSC this will be a much larger
sample for statistical investigations. Especially frora thumber of galaxy clusters, astronomers
hope to gather information about dark matter and importasimological constants.

The eROSITA telescope is the successor to ABRIXAS, whickedadlue to technical prob-
lems in space, ROSITA, which abandoned because the envérnofi the space station proved
inadequate for X-ray astronomical experiments, and DUQckvivas rejected by NASA for fi-
nancial reasons following a successful phase A study. atthall of these forerunners were not
successful, technical know-how from the development aggheering of the instruments can be
reused for the construction of eROSITA. For example, their&Y mirror shells are the same as
in the ABRIXAS telescope, so the mandrels built by Carl Zetss be replicated easily. The de-
tector chips result from the further development of the XNiWdwton and DUO CDD detectors,

13
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Figure 2.1: Comparison of several X-ray missions with respe their flux limit and observed
solid angle (Dmitriev et al., 2005). Like ROSAT the eROSITAsgion will perform an all-sky sur-
vey. But the achieved sensitivity will be much better. Besithe all-sky survey some additional
observations of smaller sections of the sky are plannedRQHTA.

thus a considerable amount of money and time can be consémveaimparison to a completely
new design.

2.1.2 Spectrum-X-Gamma

The Russian satellite Spectrum-X-Gamma provided by thesiRaspace agency Roscosmos, is
a platform for several X-ray ang-ray measurement devices (Predehl et al. 2006, Predehl et al
2007, Dmitriev et al. 2005). Among them eROSITA is the majgestific instrument. In the
initial design of the satellite further X-ray devices haweh designated, namely the wide field
X-ray monitorLobsteras contribution from the UK, the Russian coded-mask tefgseART, and

the international collaboratio8XC The arrangement of the several instruments on the satellit
platform is displayed in Fig. 2.2. According to the currefatss, some of these instruments, like,
e.g., Lobster, may have been taken out of the mission.

As on the one hand eROSITA is the biggest instrument on tledlismand on the other hand
the simulation of its measurement process is in the focusi®fiiploma thesis, the satellite itself
might sometimes also be referred to as eROSITA in this tent. dB course this is actually only
the name of the particular telescope as a part of the Spectramma mission.

The launch of Spectrum-X-Gamma was originally planned tabthe end of 2011 from
Baikonur or Kourou (MPE, et al., 2007). As possible launshsgveral types of the Russian
Soyuz rocket are taken into account (Dmitriev et al., 200%)e subsequent transfer to its orbit
will be performed using a FREGAT payload assist module. Trbéal parameters of the initially

14
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eROSITA

SXC

Figure 2.2: Satellite layout of Spectrum-X-Gamma accaydim Predehl (2008b). eROSITA is
the major instrument on the satellite.

Table 2.1: Orbital parameters of the Spectrum-X-Gammalisataccording to Dmitriev et al.
(2005).

altitude 600 km
inclination 29
orbital period 96 min

maximum shadow duration 35min

intended operation orbit of Spectrum-X-Gamma are listetdlie 2.1.2.

2.1.3 Survey geometry

The FOV of the eROSITA telescope has a diameter &FgMPE, et al., 2007). In order to per-
form the intended all-sky survey, the satellite has to sbarsky in individual strips. Afterwards
the measured data from these bands can be combined to obtalhsky map. Due to several
restrictions on the telescope pointing direction, likeg,. eforbidden regions around the Sun, the
Earth or the Moon, and additional scientific aspects theesugeometry has to be designed in
detail.

According to the original mission definition, the satelltédl have a circular orbit in an alti-
tude of 600 km and with an inclination o 29°. For this low orbit the gravitational potentials of
the Sun, the Moon or other planets apart from the Earth carebkected. Due to the oblateness
of the Earth, the orbital plane will be precesssing arouedgarth’s rotational axis, i.e., the right
ascension of the satellite’s ascending node is not fixedia.tiThis aspect of orbit perturbations is
analyzed in Sec. 5.2.7. According to Eq. (5.72) the changleeofight ascension of the ascending
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equator

Figure 2.3: Rotation of the satellite around its scan axisnguone orbit revolution (Firmetz &
Friedrich, 2008).

node is of the order of
dQ
dt

i.e., the orbital plane is precessing around3iB0about 57 days, and the orbit precession can be
used in order to scan the entire sky in strips intersectirigeasurvey poles.

Additionally to its motion around the Earth the satellitesha rotate around its intrinsic scan
axis, as displayed in Fig. 2.3. This rotation has to be peréatin such a way that the telescope
pointing axis is moving along the scan strips. During onétadvolution the satellite in principle
performs a complete rotation around the scan axis.

The telescope should not point directly into the Sun, thdhzar the Moon (see Fig. 2.4),
as these bright X-ray sources would destroy the CCD detectdihis requirement results in
several restrictions on the pointing geometry. In fact tr@hibited regions around these objects
are even larger than the objects themselves in order to mreweay light from falling on the
detector. According to Flirmetz & Friedrich (2008) the tetgme pointing axis may only point
into directions, that are at least’l&way from the Earth’s horizon.

Additional requirements on the satellite’s attitude ernsdrgm the need for power supplied by
the solar panels and the demands of the cooling system. Térepsmels must have a particular
solar aspect angle in order to provide the necessary @aicpower, whereas the cooling system
has to guarantee the CCD detectors’ operation temperatt®OC and, therefore, has to get rid
of the redundant thermal energy. The latter can only besebkly the radiators if they point into
a region of the sky, which contains no close and warm objéatsé.g., the Earth or the Sun. An
extensive study of the eROSITA’s thermal budget has bedonpeed by Furmetz (2007).

Considering all these requirements on the satellite’tudti, an inversion of the scan rotation
is necessary in time intervals of about 30 days (Flurmetz &dfich, 2008). The scan geometry
for the entire sky is therefore not as simple as in the prehomentioned naive approach of
the neighboring strips, which is only valid for short intals. In fact the inversion period also
depends on the actual season.

As a consequence of the survey geometry the observatiopasese of the telescope is longer
at the survey poles, i.e., at both intersection points oftaa strips. In these regions the detection
probability for very faint sources is much higher than in teenaining sky. In order to take
an advantage of this particular property, the survey poliisoa located in a region of special

) ~ -6.3°day?! (2.1)
2
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Figure 2.4: Restrictions on the scan direction with scais @erpendicular to the orbit plane:
the left scenario if forbidden, because the telescope wookl directly onto the Earth (Flrmetz,
2007).

scientific interest.

It was decided to set up eROSITA’s survey geometry in suchyathat the survey poles lie in
the neighborhood of the galactic poles, because this rdmsrihe lowest absorption by galactic
dust and therefore guarantees a deep glance into the uni{farsdehl et al. 2006, Predehl et al.
2007). Within the galactic plane the X-ray absorption is ghhthat a deep exposure at the
ecliptic poles, which lie in this region, would be wastefitlis not possible to put the survey poles
directly at the galactic poles due to orbit and attituderietgins like, e.g., the need for power
supply by the solar panels and the prohibition of pointinghi@ direction of the Sun (Flrmetz,
2007). For this reason the compromise displayed in Fig. 2% ehosen for the mission. In this
scenario the survey poles are°3way from the galactic poles, but this is still quite suitals
obtain deep insight into the universe.

2.2 Telescope

The X-ray telescope eROSITA consists of seven individudlzarallel aligned sub-telescopes of
type Wolter-l, i.e., each mirror shell is a combination ofaaaboloid with a hyperboloid (Wolter,

1952). The mirrors are coated with gold and focus the inditiagh energy photons onto a CCD
detector, where they create a charge cloud, which can fibellpeasured.

2.2.1 Layout

The seven telescope subsystems are identical and alignedtatiel direction, and can therefore
be used individually. Each mirror system has its own detentoontrary to the former ABRIXAS
mission, where one detector CCD was located at the commars foicthe seven slightly tilted
mirror systems. In the eROSITA configuration, due to thisurethncy concept, if one or several
telescopes fail, the remaining can be operated without ficatibns.

The basic configuration of eROSITA with the seven sub-telpss is shown in Fig. 2.6. Of
course, apart from the mirror system and the CCD detectere thre many additional items in
the telescope structure. The most important can be fourfteifollowing list.
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ecliptical

i galactic plane

Figure 2.5: The survey poles of the eROSITA all-sky surveytidted with respect to the ecliptic
plane in order to achieve more exposure time at regions ¢tosige galactic poles, as there is
lower absorption (adapted from Flrmetz & Friedrich 2008)e Vellow line in the upper sketch
represents the scan equator of the eROSITA survey, and thedllow circles are the survey
poles. In the lower sketch the two bright spots indicate igbdr exposure at the survey poles.

e Optical bench: All elements of the telescope have to be installed on thecalpbiench,
in order to have fixed distances between the mirrors and tdesec The corresponding
structure has a hexagonal shape and is connected to thitesatiel a hexapod, which
guarantees the necessary protection against deformations

e Electronic boxes: The detector and measurement processing electronics ¢br sb-
telescope are contained in an individual box.

e Cooling system:To provide the-80°C for operating the CCD detectors, a complex cooling
system with variable-conductance heatpipes, two radiatord a stabilizing Wier, based
on the latent heat at the phase transition of a particulamda substance, is mounted at
the bottom of the optical bench.
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e Sun shield and mirror baffles: A big sun shield and 600 mm long fbies in front of the
individual mirror systems prevent optical and X-ray striggnt from falling on the detector.

e Contamination shield: The way between the mirror systems and the detectors is sur-
rounded by a tube to avoid contamination of the detector.

e Telescope cover:To prevent contamination during the transport and sadgitinch, the
telescope has a cover, which is opened in space by the fote@aprings.

e Star trackers: The pointing direction of the telescope in orbit is detemairfrom the
position of well-know stars, which are observed in optiagiht.

In the following the main items of the telescope, which arpamant for the simulation, are
described in detail.

2.2.2  Mirror system

The telescope consists of 7 Wolter-I telescopes (Woltes2),9each having 54 mirrors and its
own CCD detector (Predehl et al. 2007, Dmitriev et al. 200%)e mirrors are assembled inside
of each other and integrated in a spider wheel as shown irRRigwhere the largest shells have
a diameter of 360 mm. The focal length of the mirror system@eé@mm.

The individual eROSITA mirror systems are designed in a lsimivay as in the former
ABRIXAS mission, where each sub-telescope consisted of Ribnshells. For eROSITA 27
additional shells with larger diameters have been addedyder to have a larger photon col-
lecting area with twice as many shells. The chart in Fig. 2@&xs that the fective area of
eROSITA is much higher than théfective area of ROSAT and even that of XMM-Newton in the
energy range from.Q — 25 keV, thus the telescope should be able to detect additarhko far
unknown faint sources in the specified range of low and ingeliate photon energies.

Of course, the mirrors have to be manufactured very praciaet the alignment of the fiier-
ent shells on the wheel spider is also a challenging tasktHitlkeness of the mirror shells lies in
the range from @ mm to 04 mm, and the entire mirror system has a length of 300 mm. The mi
ror production for eROSITA is performed by the companedialarioandCarl Zeiss(Predehl
et al., 2007). The latter have already produced the mirrelisfor the ABRIXAS mission, and
therefore have the necessary know-how for the mirror matwfag.

The mandrels from ABRIXAS are still available and can be eeufor the inner 27 shells of
eROSITA, which means a considerable reduction of the ptamlucosts. A mandrel is a negative
form of a mirror shell, which consists, e.g., of nickel. Dhgithe mirror production the mandrel
is evaporated first with gold, to create the reflection laged afterwards with nickel, to create
the supporting structure. After the evaporation, the dkektleased from the mandrel and finally
polished, to achieve best optical performance. The eralertique is very challenging and takes
up to the order of months for a single mirror shell. By this gicated method it is possible to
manufacture such large mirrors with the required accuracy.

The mirror integration into the wheel spider and the optmadlity of the individual shells
both have a largefiect on the performance of the telescope. All deviations ftbenperfect
alignment might result in a degradation of the PSF (see S2@l)4 The total angular resolution
of the telescope, i.e., considering mirror and detectoradiews, should be of the order ef 15”
at a photon energy of 1 keV (Predehl et al. 2007, Dmitriev €2@05). Therefore manyfiert is
needed for the manufacturing of the optical system.
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Figure 2.6: Configuration of eROSITA. Left: mirror systemrmlgn-CCD detectors surrounded
by Cu proton shields. Right: final telescope configuratiothv@un shield, mirror kféles, tele-
scope tube, heat radiators etc. (Predehl, 2008b).

2.2.3 Detectors

The eROSITA detectors are composed of backside illuminate@CDs and are basically de-
signed according to the concept of the XMM-NewtaropearPhotonl magingCamera (EPIC)
pn CCD (Struder et al., 2001) and the ABRIXAS detector retiypelg (Dmitriev et al. 2005, Pre-
dehl 2008a, Meidinger et al. 2007, Meidinger 2008). The igelcenergy band of the telescope
ranges from B keV up to 10 keV with a quite good energy resolution. At theBviRere have al-
ready been some tests with the DUO CCD, which has similaregtigs as the eROSITA detector.
The FWHM at the energy.SkeV is 140 eV (Meidinger et al., 2007). The quantufficiency of
the detector i$= 90% in the operational energy range, as presented in Fig. 2.9
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Figure 2.7: Mirror system of eROSITA consisting of 54 shelésted inside of each other and
mounted in a wheel spider (Friedrich, 2008).

Each of the 7 frame store pn-CCD detectors is located in tbel fdlane of the mirror system
and has 384 384 pixels, a size of 28 x 288 mn¥, and a 45(m thick sensitive layer, i.e., each
pixel has a width of about 7&n (Meidinger, 2008). Because of the quite small pixel sihe, t
fraction of split events (see Sec. 4.2.5) cannot be negledibe entire detector array covers the
FOV, which has a diameter of 8L ~ 1°, so each detector pixel corresponds~td.0” (MPE,
et al., 2007).

The pn-CCD detector is operated-e80°C, whereas the detector housing, which basically
consists of a copper proton shield, has a temperature2i C. Therefore, the detector cooling
and the telescope’s thermal budget is quite challengindailed information about the thermal
concept can be found in Firmetz (2007).

The detectors are frame store CCDs, i.e., the charge cregtetiotons is collected in the
detector pixels during an integration time of 50 ms. At thd efthis period the entire charge is
moved out of the pixel array to a separate storage within ya steort time of 20Qis (Meidinger
et al., 2007). Then the actual readout process is performetieoframe store area by the three
CAMEX chips, where each of them has 128 signal processingngis. Due to that technique
the pixel array is quasi immediately available again for sue@g incoming photons, while the
collected charges are read out from the frame store. Usiadgetbhnique only a few photons get
lost, if they hit the detector during the time span of the gbaransfer to the frame store. The
total fraction of the out of time events is estimated to bénefdrder ot~ 0.4 % (Meidinger, 2008).
With an integration time of 50 ms the camera takes 20 framesquond.

Due to the finite size of the detector pixels ofuth and an assumed charge cloud size of the
order of some:m, the charge cloud created by a single photon event mighakigtipned among
several neighboring pixels, resulting in a particular fiat of split events in the measured data
(cf. Sec. 4.2.5). For larger CCD pixels this fraction woukldmaller or could even be neglected,
but for the specified eROSITA detector it is necessary tagperfa split analysis on the measured
data.
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Figure 2.8: Hective area of eROSITA in comparison to ROSAT and XMM-Newtbliasinger,
2008): the #ective area of eROSITA will be much larger than for ROSAT. tie tow energy
range it will even exceed thdfective area of XMM-Newton.

2.2.4 Technical data

To provide a quick overview, the most important technicaladaf the eROSITA telescope are
summarized in table 2.2.4.
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Figure 2.9: Quantumficiency of the eROSITA CCD according to Meidinger (2008). Myt
any filter the diciency is> 90% in the specified energy range of the telescope.

Table 2.2: Technical specifications of the eROSITA telescagrording to Dmitriev et al. (2005),
Predehl et al. (2007), Friedrich (2008), Meidinger (2008).

mirror 7 Wolter-1 optics with 54 shells each
mirror diameter 358 mm
mirror length 300 mm
mirror material nickel
mirror coating gold
FOV diameter 6L
focal length 1600 mm
angular resolution <15
detector pn-CCD (384 384 pixels)
detector size 19 x 19.2mn?
energy range 8- 10keV
energy resolution 140 eV atBkeV
readout mode frame store
integration time 50 ms
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Figure 2.10: Frame store pn-CCD concept for eROSITA (Mgidin 2008): the charges in the
semiconductor material, which are created by the incidaotgnms, are stored in the CCD pixels
until the end of the current integration period (50 ms). Thértharges are shifted to the frame
store area within a very short time of seveua) so the image area is ready again for the detection
of further photon events. During the integration time tharges from the previous frame, which
are now in the frame store, are read out by 3 CAMEX chips.
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Chapter 3

Software

This chapter describes context of the software implemientatf the eROSITA simulation pack-
age. The program code follows the current standards in dodguarantee portability and com-
patibility of the simulation.

3.1 Near Real Time Analysis

An important aspect of the eROSITA mission, which is maingveloped at the Dr. Remeis-
Sternwarte in Bamberg, is the setup of the NRTA of the meastdata. During the all-sky survey,
this particular software especially searches for hardywaoblems, like bad pixels, and for tran-
sient objects, like/-ray bursts, in the observed event lists. This analysis fifopaed quite soon
after the download of the data from the satellite to the gdostation. On the one hand, by this
method problems with the telescope can be detected in timdehanintegrity of the scientific
data is guaranteed. On the other hand, short-term objettsecaoticed almost immediately after
their first observation (cf. Wilms & Kreykenbohm 2008). Tham case of scientific interest, it
might be possible to take a closer look at them usirftedint X-ray telescopes, which are more
convenient for pointed observations.

The NRTA is developed as a part of tBeienceAnalysis Software System (SASS) and is
implemented in collaboration with teams at the MPE and thEe.AThe NRTA software itself
is written in Bamberg, especially by Dr.Ingo Kreykenbohmm order to test the implemented
algorithms, the measurement process of eROSITA has to hdated, as real data will not be
available before the satellite’s launch. The goal of thjgaiha thesis is the design of a realistic
simulation of the telescope measurement process. Theajedevent lists can be used as direct
input to the NRTA pipeline instead of the real satellite data

3.2 HEAsoft and file formats

TheHigh EnergyAstronomysoftware (HEAsoft) suite provided by NASA consists mainlytioé
following three parts:

e XANADU: scientific analysis software like XSPEC.

e FTOOLS: library of several programs for operations elexible | mageT ransportSystem
(FITS) files (see Sec. 3.2.2) providing a common user intetfa

e HEAdas: FITS operation programs with same interface as FTOOLS, éwenand build
around a dferent core.
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The simulation developed in the course of this work is desigaccording to the standards
of High Energy Astronomydataanalysissystem (HEAdas) (Arnaud, 2008) in order to provide
an intuitive user interface and common code layout. Acewydd these standards, the entire
software for the simulation is written in ANSI C. With this@he a maximum of portability and
compatibility to other software packages is guaranteed.

The code layout of HEAsoft programs follows particular stamls, e.g., concerning the pa-
rameter input visParameter nterfaceL ibrary (PIL) (Sec. 3.2.1) or the error handling strategy.
In order to produce a portable and readable code, the simmlptogram was designed similar
to original HEAsoft tools. One aspect, which was not retdjris the handling strategy for run-
time errors usingyotocommands, which should be avoided in higher-level apptinat(Dijkstra,
1968). The critical statements are surrounded by a loopadstwhich is run only once. In case
of an error the loop can be interupted wittbeakcommand. This way of code implementation
is considered to be much better structured and more stadntetiie solution usingoto.

The HEAsoft suite provides fierent libraries to implement a user interface, file access, o
random number generation. The most important items useldeirsimulation are listed in the
following.

3.21 PIL

As pointed out above, the entire simulation consists of red&ib-programs. Each of them has
its own set of input parameters like flenames of input angwaiufiles, orbital elements, time pa-
rameters, or telescope configuration data. For examplayitith of the FOV can be set manually
to different values in order to keep the entire simulation portabgher telescope setups.

There are dferent possible ways to obtain the program parameters augtathey could be
read from the command line at each program call or be storadila. TheParametel nterface
Library (PIL), developed by the ISDC, is a powerful tool to denprogram parameters. It pro-
vides a flexible mixture of dierent parameter input methods from a file or from the command
line.

The required or optional parameters are defined by the progea in a central file, setting
the format of the parameters, the possible range, and defdukes. The user can either set the
specified parameters as command line arguments at the pragig or the PIL will ask for the
necessary values during runtime. For each parameter itgsilfie to use the value from the
previous program call, which is stored as default. Therdsis a possibility to define optional
parameters, which are set to their default value, if the dees not explicitly enter another value.

All in all the PIL provides a simple interface to read reqdil@nd optional parameters from
within a C-program. The format and range of the individuabpaeters is automatically checked.
For filename parameters it is even possible to constraimitgt io existing files. Using the PIL,
the programmer does not have to care about the way, how thepters are actually entered by
the user.

Because of its simple handling the PIL is commonly integtatemany high energy astron-
omy software packages. The FTOOLS and HEAtools use thiariitio read their program pa-
rameters. Therefore, the PIL is also used in all elementarisf this simulation, in order to
provide a common user and developer interface.

Detailed information about the PIL, the C programmers useriace, and the required format
for parameter files is given in the PIL user's manual (Borkaw2002).

3.2.2 FITS

TheFlexible ImageT ransporiSystem (FITS) defined by NASA and IAU is a common file format
to store diferent kinds of scientific data in high energy astronomy. Mostware packages like
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FITS file
header ‘ ] header
data data
(image) (image/table)
1. HDU 2. HDU 3. HDU

Figure 3.1: Schematic layout of FITS file containing sevetBUs.

FTOOLS and HEAdas work with this file format. As a consequealogost all data sets in high
energy astronomy are stored in FITS files.

A FITS file consists of one or more HDUs, where each of themesgnts either an image
or an ASCII or binary table, except from the primatyeader andata Unit (HDU), which in
any case contains a (possibly) empty image (see Fig. 3.19.h€hnder provides the structure of
the data set and important information about the origin efdata. The name of the telescope,
hardware settings, or the time of the observation are emcodstandardized header keywords.
Usually there are also comments about the data format ot@isf previously applied software
tools stored in the headers. Therefore, header informédieasential to process and interpret the
scientific data stored in the data unit.

There are several restrictions on the number of bytes fdreladers as well as a list of required
header keywords. This detailed information will not bedisin this context, but can be found in
the FITS definition Hanisch et al. (2001).

Additionally there are several standard layouts for comrymes of FITS files containing,
e.g., event lists or spectra. The simulation software iggdesl according to these standards in
order to guarantee compatibility to other software package

3.2.3 CFITSIO

The CFITSIO is a library containing routines for easy read amite access to FITS files from C
or Fortran programs. It allows the programmer to access Rl@sby calling the relevant routines
without caring about the actual file format specificationsc&use of its simple handling the CFIT-
SIO library is the standard FITS file interface used in HEAdHse manuals for C (HEASARC,
2007) and Fortran programmers are available atttgh Energy AstrophysicsScienceArchive
ResearctCenter (HEASARC) websitenftp;/heasarc.nasa.gditsigfitsio.htm).

As the simulation software is developed according to the biiAstandards, the filerent
data for input and output is mainly stored in the FITS formsihg the routines of the CFITSIO
library.

3.3 Simulation program

All programs of the simulation package are written in ANSI €@rding to the HEAdas stan-
dards (Sec. 3.2). The main part among the individual progriarthe actual simulation software
measurementvhich basically performs the following tasks:

e scanning process of the telescope over the celestial sphere
e generation of photons for the individual sources from trec#ed source models

e imaging and measurement of the photons according to thectgde model
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| conv_rosat2fits |

| conv_psf2fits |

| create_rnd_sctlg| \

| create_spectrum|“>| measurement |—>| plot_eventlist

| create_orbit | e =

| create_attitude |

| create_detresp |

Figure 3.2: Cooperation of the individual sub-programshef simulation software package: the
tools on the left side generate the necessary input dathdaneasurement simulation. Of course,
some of these tasks can also be perform Wfedént software packages. Particularly the orbit
and attitude files or the source spectra may originate fronffardnt source. The event list
resulting from the simulation can be evaluated with the @ots on the right side of the sketch,
including programs from the simulation package, some FTOOLHEAdas software, and the
NRTA software.

An overview of the relevant sub-programs of the simulatioftvgare package is given in Fig. 3.2.

3.3.1 Input data

The simulation progranmeasuremeniheeds several kinds of input data, such as the orbit and
attitude information or the source catalogs and sourcetispeo perform the actual measurement.
These data partly have to be converted from the respectevéofinats to an adequate format for
the simulation, partly it is actually created by sub-progsa The simulation software package
contains several tools to manage the input data for the ationt

e conv_rosat2fits: This tool converts the RASS-FSC (Sec. 4.1.1) from the phbtdsASCII
file format to a FITS file, which can be read by the simulatioftveare measurement

e conv_psf2fits: The PSF data generated by Peter Friedrich’'s simulationeROSITA
mirror system are available in several ASCII files containiists of photon events (see
Sec. 4.2.4). These files have to be converted to FITS files tiwitinformation about the
PSF, i.e., the photon reflection probabilities for specifiergies and f5-axis angles.

e create_rnd_sctlg: Additionally to the ROSAT data the simulation uses a largeo$éaint
sources, which are randomly distributed on the celestia¢sgowith a particular flux distri-
bution (Sec. 4.1.2). The generation of this catalog is peréal by this application.

e create_spectrum: The simulation requires a spectrum for the individual sesrim the
source catalog. The spectra can be either created by profakspectral analysis software
like XSPEC or by this tool of the software package.

e create_orbit: At the moment, when this simulation was developed, the eR@8lission
was at such an early stage of development that no properfiesitfor the satellite were
available. Therefore, realistic orbits actually had to bé&wlated in order to be able to
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perform the simulation. As pointed out in Chap. 5, the exattwdation of the satellite’s
orbit is quite challenging, if higher order perturbatiomnis are included. This part of the
simulation is separated and handled by a sub-program thaupes orbit files in FITS
format, containing the position and velocity of the satel&t particular time intervals.

e create_attitude: Additionally to the orbit data the simulation also needs $lagellite’s
attitude information in order to determine the viewing dtien of the telescope. As these
data were also not available at this early stage in missigaldpment, a simple algorithm
was written to create attitude files based on the assumpgitatrthie satellite looks straight
away from the center of the Earth. In that case the telescgigeisequivalent to the
line connecting the center of the Earth with the satellitBisTcondition fixes two of the
three attitude angles. The third angle is determined agowpr the condition that the
solar panels should collect as much sunlight as possibleaenédligned in an appropriate
direction.

e create_detresp: This tool creates a detector response matrix that can beinsgder to
test the simulation.

As this simulation was developed some years before the teafreROSITA, some parameters
and important satellite or telescope data such as orbit\iiks® not available. Therefore, the
necessary data had to be created as realistically as possinider to obtain sensible results from
the simulation.

3.3.2 Measurement simulation

With the basic input data, which are created by the prevjonrgntioned tools, the main program
measurementan be run to simulate the satellite’s actual flight and memsent process. The
output is an event list of the measured photons, contaihi@giiine, when the photon was detected,
the detector pixel, and thHeulseHeight Amplitude (PHA) value of each individual photon. The
quantity PHA is a measure for the electronic signal in thedter and is given in detector specific
PHA channels. As the simulation also creates split evems. &2.5), a single photon might result
in several event list entries with correspondingly lowerhlues.

3.3.3 Analysis tools

One of the main targets of the simulation is the generaticaretlistic event list as input data for
the NRTA software. Apart from that it is also useful to be abl@nalyze the output data in order
to verify the simulation. Therefore, there are also somésttmevaluate the event list FITS file
and to create human readable or visualized data from thelation output. Theplot_eventlist
tool, e.g., creates images of the detector array from thigitchéal photon events. Each image
contains all measured events during one integration peridte output format areng image
files.

3.3.4 Testing facilities

Apart from the actual simulation software there are sewaditional tools for testing and verify-
ing the data generated by the former tools. The main prognahés context are:

e plot_psf: This is a tool to visualize the PSF that is used for the sinarat

e test light curve: Creates light curves frorRower SpectralDensity (PSD)s according to
the algorithm described in Sec. 4.2.2.
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e test tle_output: Implements access to NORADwo L ineElement (TLE) data (Sec. 4.3.7).

e test_distrndsources: Verifies the proper distribution of the random source catalehich
is created to simulate faint sources and the CXRB (Sec.4.1.2
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Chapter 4

Simulation

This chapter provides detailed information about the mainukation parts starting with the gen-
eration and handling of source catalogs and describingntipdeimentation of the measurement
simulation. The calculation of the satellite’s orbit isated separately in Chap. 5, as the simu
lation does not require this particular program, but coust aise orbit and attitude data from a
different source.

The simulation is a contribution to the development of theTNRwhich is written in the
X-ray group of the Dr. Remeis-Sternwarte in Bamberg. The ABfi the one hand observes the
integrity of the detector during the satellite’s flight,.j.& checks the incoming data for failed
pixels or other technical problems. By this way the curreatus of the telescope and, therefore,
of the measured data can be guaranteed. On the other handRiffe Software is checking the
observation data during the all-sky survey for evidenceanidient objects likg-ray bursts.

As the satellite will not be launched until 2011, there w#l o real scientific data measured
on orbit available in the next few years. The NRTA should bekivig without problems from the
beginning of the satellite’s mission, so it has to be congaleind tested in advance. In order to try
out diferent measurement scenarios during the development obtlee there has to be a source
of realistic observation data as input for the correspan®RTA tools. Therefore, this simulation
is implemented under the aspect of performing a realistissmeement of X-ray photons, which
originate from dfferent sources and are observed according to the intendedisggrocess. The
resulting event files follow the format of the actual meamest data.

As the simulation works with flexible source and detectouirgata, it can be easily adapted
to create appropriate test data for the NRTA. It is possiblset a detector pixel to producing
physically unreasonable output. With correct implemeaaotathe NRTA should be able to detect
this pixel failure. In order to check the recognition aldglom for transient objects, a bright new
source could be added to the existing source catalog. Inthisevent lists for the dierent
relevant scenarios for the NRTA can be generated by the ationl

In order to guarantee realistic observation output, theukition is implemented according
to the actual measurement procedure of the satellite. Tiedlitais moving on a proper orbit
with the telescope axis pointing right away from the cenfethe Earth. The mirror system is
modelled according to simulated PSF data and the simulaficthe CCD detector follows the
currently known technical data. Due to the high flexibiliiitioe simulation at later steps in the
development of eROSITA new data like, e.g., a more precisdetnaf the PSF or RMF, can be
inserted easily.
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Figure 4.1: Color-coded image of the ROSAT All-Sky Surved(for low, greenfor intermediate,

andblue for high X-ray energies. The blue line represents the galgptane with some bright

spots, which are mainly caused by X-ray binaries. There lamedark absorption clouds visible
close to the galactic center in the left part of the picture.

(httpy/Avww.xray.mpe.mpg.@gi-binfosatrosat-survey.

4.1 Source catalogs

In order to obtain a realistic distribution of astronomialay sources in the sky, two filerent
source catalogs were chosen as input for the simulationh®arte hand thEaint SourceCatalog
(FSC) of the ROSAT all-sky survey is taken as a basic set efadly known sources. But as
eROSITA is implemented to detected much more sources th&AR®ith fainter source fluxes,
an additional number of weak sources is used for the sinoumlati

According to Brandt & Hasinger (2005) most X-ray sourcesdetd so far are AGN, i.e.,
point sources. In the current version the simulation dealg with point sources, as it is quite
challenging to develop physically realistic models foregxted sources like galaxy clusters. This
will be done at a later development step of the simulation.

4.1.1 ROSAT All-Sky Survey

In order to provide realistic sources for the simulationgsemn, the FSC from thROSAT All- Sky
Survey (RASS) (performed in 1990) was chosen as input. ThHeazis available for download
as ASCII file on the website of the MPE (Moges et al., 2000). ohgists of 105924 sources
observed in the energy band fronilGo 24 keV. A visualization of the RASS is displayed in
Fig. 4.1.

Using the RASS-FSC as input makes it possible to test thelaiion on the actual X-ray sky.
All sources contained in this source catalog should be tetecby eROSITA. In order to make
the RASS-FSC usable for the simulation program, the AS@Iddntaining the source data has
to be converted to FITS format (Sec. 3.2.2). This convergguerformed by the software tool
conv_rosat2fitswhich was developed in the course of this diploma thesis.
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4.1.2 Random sources

The eROSITA mission as a further all-sky survey is develdpeake more sensitive than ROSAT
and to observe the X-ray sky at higher photon energies, ieraa discover additional, so far
unknown sources. Therefore, it is noffstient to use the RASS-FSC as input for the eROSITA
simulation, as this contains only sources brighter thafRBSAT flux limit. An additional source
catalog is created with sources distributed randomly dwercelestial sphere according to a phys-
ically meaningful energy flux distribution. This algorithi® particularly used to complete the
RASS-FSC with very faint sources below the ROSAT threshold.

According to earlier X-ray surveys and especially deepagplactic observations withhan-
dra and XMM-Newton summarized in Brandt & Hasinger (2005) theegnated number counts
of sources vs. the source energy flux (i.e., the number oftssuwith a flux> S is plotted vs.
S) exhibit a power law shape with a particular slope dependimghe observed energy band and
on the brightness of the sources, as shown in Fig. 4.2. Agttla source distribution can be
described by two power laws with; ~ —0.5 for faint sources andy, ~ —1.6 for bright sources.
The break flux is about 1é&*ergcm?st and 10 ergcm?s for the low and high energy
band respectively.

As the universe is assumed to be isotropic, the sourcelisn will probably be the same
in the remaining sky as in the examined deep fields, apart §mme statistical fluctuations. This
particular shape of the source flux distribution can be tasbasis to create additional sources
for the measurement simulation, similar to the approachh®Simbol-X simulator described in
Puccetti et al. (2008).

In order to obtain a similar power law source flux distribatias observed in the deep fields,
a Monte Carlo algorithm, applicable for non-uniformly distited random numbers (Deék 1990,
p. 6&f., Gould et al. 2006, p. 42B), was used to create source fluxes according to a properpowe
law indexa extending the faint end of the RASS-FSC. The resulting natiegl source distribution
for a sample of 100 000 sources and a power law irndex—0.5 is shown in Fig. 4.3 and matches
the observed distribution for faint sources in Fig. 4.2.

An additional Monte Carlo algorithm was used to distribiite ¢reated sources on the celestial
sphere, assuming isotropy in the large-scale X-ray urgvefs shown in Fig. 4.4 for a sample
with 10 000 sources, the algorithm works quite well, sinarehs no obvious bias in the spatial
source distribution.

As deep X-ray surveys have resolved the main part of the CXRBdiscrete sources (Brandt
& Hasinger, 2005), the random distribution of distient number of very faint sources should be
suitable to simulate this kind of background radiation. Tér@dom source catalog completes the
RASS-FSC with very faint sources to obtain a realistic X-sky, which can be used as a sample
for the simulation program. Apart from the random sourcalogtwith faint sources, no further
model was used for the CXRB at the current stage of the siialdaevelopment.

4.2 Measurement process

The simulation is designed according to the real measurepneoess of the telescope. A sketch
of the main steps in the simulation of the all-sky survey i&giin Fig. 4.5. On the execution of
the code mainly these tasks are performed in a loop over theested period.

The main part of the measurement process is the creatiorracelgsion of individual photons.
Fig. 4.6 displays the photon processing routine, which gdieg to each individual photon, and
the detector readout. Detailed information about the ingmarsteps of this process will be given
in this section. Basically for each photon the following slations have to be performed: first
there is a simple check, whether the source that has entitégohioton is actually inside the FOV.
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Figure 4.2: Source distribution observed in deep field sigvehe integral number counts to
source flux exhibit a power law shape according to Brandt &iftges (2005).

If this is not the case, the photon cannot be seen by the tglesdf it is inside the FOV, the
reflection in the mirror system is determined using the PSHahoSome photons may get lost
in the mirror system, the others are reflected to particutdeator pixels. The charges created by
interaction with the semiconductor material are colledtetthe detector pixels during one readout
cycle. The charge creation and storage mayftected by split events or pileup.

At the end of the integration period the charges are shiftetthé frame store and read out
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Figure 4.3: Source distribution for 100 000 faint point smg created by the Monte Carlo algo-
rithm with a power law indexr = —0.5: the generated power law matches the observed faint-end
source flux distribution shown in Fig. 4.2. The bright sosreee taken from the RASS-FSC.
The random source algorithm only creates the faint end sixirrof the ROSAT catalog, so the
distribution is only one power law with index = —0.5, as the break to the second power law is
at a higher flux ot~ 10" *ergcnt?s2.,

from there. Each charge cloud results in a detector spedii& §ignal. The relation between
photon energy and charge cloud respectively and the PHAeh#&described by the RMF model.
Finally the time of the detector readout, the detector piaatl the PHA channel for each event
are written to an event list.

4.2.1 Source selection

One of the numerically challenging problems in the simolatf eROSITA’s scanning process
over the sky is the determination of sources that curreiglyithin the Field Of View (FOV).
As the simulation deals with a great number of sources (douprto the expectations eROSITA
will discover about 2 million AGN), it is worth thinking of an icient algorithm to select these
sources out of the whole catalog with adequate numeritailte

As previously mentioned (Sec. 2.1.3), the real telescofleb@ioperated with a complicated
pointing strategy in order to shift the survey poles to thsirel position close to the galactic
poles. In a first approach the simulation currently dealk wisimplified pointing strategy, where
the telescope axis is aligned through the satellite andghtec of the Earth, as attitude files for the
complex survey geometry are not available so far. In the b scenario the right ascension
and declination of the telescope axis are equivalent todh@wt position of the satellite.

In order to check, whether a source of known right ascengi@nd declinatiords is within
the FOV, with the telescope axis pointing in the directién &), it is useful to calculate the
Cartesian coordinates of the corresponding pai@tandr? on the unit sphere. The position of
the source in relation to the direction of the telescope eaisbe determined easily by evaluating

35



4.2. MEASUREMENT PROCESS CHAPTER 4. SIMULATION

Figure 4.4: Positions of randomly generated point sourcethe celestial sphere: the sources
are distributed homogeneously on the sphere, i.e., themBobdbf the X-ray sky on large scales is
fullfilled.

the scalar product:
> cos(§) inside the FOV

4.1
else outside the FOV (4.1)

cosp) = r9. r?{
where ¢ is the angular diameter of the FOV addthe so-called fi-axis angle. Assuming a
circular FOV, this method can be used for a fast check, whetlseurce or an individual photon
lies within the FOV, and to determine itsfeaxis angles (angle between source direction and
telescope axis).

Although the evaluation of the scalar product requiresdessputational power, the scanning
of the entire source catalog involves an order of 4€alar products. The particular orbit of the
satellite and the scanning geometry of the telescope revaagsibility to select a limited number
of sources from the entire catalog for a definite time inteofabout one revolution. During that
period only a limited number of sources along the path of éfestope axis over the sky might
be visible. In the current simplified scanning geometry ¢h@sssibly visible sources lie within a
band around the sky along the satellite’s orbit. The remgisiburces cannot come into the FOV
and therefore can be neglected in the scanning process.

To complement this idea, at the beginning of the simulatienentire catalog has to be sorted
once in order to obtain all sources within the specified bamagthe orbit. After this preselection
only a subset of all available sources has to be scannedlasenalation time step to determine
the currently visible sources. As the number of sourcesdmptlselected catalog is only a fraction
of the entire number of sources, this method can save signifamounts of computer power,
because the FOV check is a basic and often repeated part sintliéation during the scanning
process.

As the orbit and the attitude may change over time due to gEtion dfects (e.g., the orbital
plane is precessing around the Earth’s axis as mentioneecirb2.7), the preselected catalog has
to be updated after a finite time interval. It is important &detmine an adequate update period
and a proper angular widghof the preselection band along the orbit. Especially bexafishort
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time loop over entire observation simulation

A

source preselection
updated once per orbit revolution

l

light curve generation for sources close to the FOV

l

photon generation for sources inside the FOV
according to source spectrum and light curve
for an interval of ~ 2 s (FOV check each 50 ms)

l

scan time—ordered photon list for this interval (~ 2[s)
- photon processing

- detector readout each 50 ms

Figure 4.5: Schematic layout of the simulation of the all-skirvey: at the beginning a pres-
election of the source catalog with respect to the currdastepe pointing and the motion of
the telescope axis is performed in order to reduce the nuofbesnsidered sources. For each
source close to the FOV a light curve is created using a pédatidVlonte Carlo algorithm. For
sources that already have a light curve the latter step jigski If the source is within the FOV,
photons are generated for an interval of approximately 2sliance according to the given light
curve and source spectrum, and are stored in a time-ordisteduring the photon generation
the search for sources inside the FOV from the preseleciedescatalog is updated each 50 ms.
(The telescope axis moves abol2 Hletector pixels during that time.) After the photon genera
tion the time-ordered list is scanned and individual phaeents are simulated according to the
available imaging and detector models (PSF, detector nsspetc.). The events are read out from
the detector in intervals of 50 ms and stored to the evenoligbut file. Finally this simulation
cycle is repeated from the beginning, whereas the pregmteat the source catalog is performed
only once per satellite orbit revolution.

periodic variations of the satellite’s orbit (Sec. 5.2.8& tband should be wider than the FOV,
e.g., twice its angular diametes & 2¢). Assuming a bandwidtfy ~ 2° the preselected source

catalog on average contains only about 2% of the entirelijadola sources. The update time for
the preselected source catalog could possibly be of the ofdbe satellite’s orbital period, i.e.,

96 min.

For the simplified survey geometry the check, whether a sofimn the catalog lies within
the preselected catalog, is almost as simple as the FOV dsetk If v? is the unit vector in the
telescope’s direction of motion, the scalar product candeelto determine the angle between the
source direction and the normal vectd} of the plane defined by the middle of the preselection
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Figure 4.6: Photon processing routine: For sources closketd-OV the simulation generates
photons according to the source spectrum and the availighleclurve. For each photon there is
a check, whether it is within the FOV. In that case the photdlection by the mirror system is

modelled with an appropriate algorithm resulting in thenpoivhere the photon hits the detector.
The detector model implements realistic features liket gdents, pileup, and the frame store
mode, i.e., the pixels are read out each 50 ms. The chargds;loteated by the photons in the
detector pixels during one frame store interval, resultpacfic PHA values. If the PHA value

of a pixel is above a certain threshold, an event is regidierad the PHA value is stored in the
event list together with the corresponding pixel coordisadnd the time of the detector readout.

~'< _ _/preselection
> band

Figure 4.7: Preselection band: dealing with an order of reévaillion sources requires arffe
cient algorithm to find the sources in the FOV. Instead of klmgcall available sources at each
step of time, there is a preselection of sources along thegidahe telescope axis over the sky.

band, which is equivalent to the orbital plane for the sifigadi survey geometry.
= rPx vy 4.2)
Ir2-n? {S 003(900 - g) = sin(%) within the band

else outside the band (4.3)
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Applying this method on the source catalog, the relevantcgsufor the current revolution can be
selected in a numerically verftiient way. For a more complicated survey geometry, the gourc
preselection algorithm has to be adapted.

4.2.2 Light curves

During the simulation of the telescope scan over the skyptbgram monitors the preselected
source catalog (Sec. 4.2.1). If a source comes close to thg il is less than twice the radius
of the FOV away from the telescope axis, the simulation gesra light curve for this particular
source, in order to have a source count rate for photon oreatihe light curve is obtained from
a PSD, which could basically be specified for each individamalrce. Mainly this mechanism is
used in order to produce the red-noise typical for AGN, bubitld also model the luminosity
fluctuations of time-variable objects. In order to generaistic time-variability in the light
curves of the dferent sources, the simulation could use particular PSDihéoditerent sources
in the source catalogs.

The light curves are created from the corresponding PSDwwsiMonte Carlo algorithm
introduced by Timmer & Koénig (1995), which implements propbase and amplitude random-
ization. The basic concept of this algorithm is to transfar®SD, like in Fig. 4.8, in an in-
verse Fourier transformation to obtain the light curve,alihis shown in Fig. 4.9FastFourier
Transformation (FFT) methods can be applied to reduce theianed necessary calculation time.

In order to obtain a proper light curve with realistic vaiidyy the PSD, i.e., the individ-
ual Fourier cofficients are multiplied with normal distributed complex ramdnumbers. This
method also guarantees on the one hand an amplitude raratmniand on the other hand also a
phase randomization, so there is no bias in the createddighies.

The PSD of an AGN can be modelled by a power law shape

P(f) ~ (%)7 (4.4)

with the power law index ~ 1 — 2 (Benlloch et al., 2001), which results in the typical-rexise.
A sample power law with index = 1 is displayed in Fig. 4.8.

After the inverse Fourier transformation has been perfdrttee light curve has to be normal-
ized to the desiredoot meansquare (rms)y-. The Monte Carlo algorithm is designed in such a
way, that the first Fourier cdiégcient must be zeroR(f = 0) = 0) such that the mean count rate
of the resulting light curve vanishes, and the desired meantaate of the final light curve has
to be added after the inverse Fourier transformation andahmalization.

According to Uttley & McHardy (2001) the rms observed in softog-variable X-ray light
curves is proportional to the mean count rate apart from soonstant basic count rate. This
relation can be used to determine theof the Monte Carlo generated light curve according to
the corresponding source flux. The examinatiolCgfy X-1 a galactic black hole, and an X-ray
source showing strong variability on timescales of secoadsaled a relation of the rms on the
mean count rate and the mean observed sourcesfhespectively, which has the form

o=k -S-Sg (4.5)

The proportionality factor is of the order &r~ 1/3, whereas the zero-flu®, depends on the
individual source. This value far can be used to roughly determine the required normalization
for the light curves generated by the Monte Carlo algoritlhich have some inadequate initial
rms. Therefore, the light curves have to be rescaled to mbtahysically meaningful value for
ag.
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Figure 4.8: Sample PSD: power law shape with inglex 1. The backward transformed PSD is
obtained from the light curve in Fig. 4.9 by a common PSD aeteation tool, which is based

on Fourier transformation. Basically the backward tramefid PSD is the result of an inverse
Fourier transformation applied on the original PSD followsy a Fourier transformation. The
noise in this graph in contrast to the initial PSD origindiresn the particular generation of the
light curve using the phase and amplitude randomizatioorgkgn of Timmer & Konig (1995).

In order to verify the correct implementation of the lightneel and photon generation algo-
rithm, a long-time pointed observation of a point sourcéiliie light curve displayed in Fig. 4.10
was performed. The photon events in the resulting evenwise binned in intervals of 1s to
obtain the measured light curve, which is also shown in Eit0 40bviously the observed simula-
tion output data match the original light curve with respgedhe major flux variations. There are
some minor deviations for short-term variations, whicheaesed by statisticaliects due to the
limited number of detected photons, which are created dowpto a Poisson distribution. Butin
total the photon generation algorithm seems to work prgpas the Monte Carlo generated light
curve was reproduced.

4.2.3 Photon creation

The current rate of photons coming from a particular souare e determined from the light
curve of this source. The problem is the simulation of réalighoton arrival times. Of course,
the individual photons will not arrive uniformly at the tetmpe with a fixed time €élierence, but
they follow a Poisson distribution with a mean r&ewhich is obtained from the current light
curve bin (Martin, 2004, p. 68). Therefore, the time intés\vaetween two successive photons
can be determined according to an exponential distribugiqmR) with the probability density
and probability distribution

f(At) = ReRA (4.6)
F(At) = 1 - e RA (4.7)
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Figure 4.9: Light curve created from the input PSD in Fig. dsthg the phase and amplitude
randomization algorithm introduced by Timmer & Koénig (1995

600 T T

T
MC generated light curve
measured light curve -

500 1

400

300

count rate [counts/s]

100 | ‘ g

0 1 1 1 1
0 500 1000 1500 2000

time [s]

Figure 4.10: Monte Carlo generated light curve in comparisnthe measured light curve ob-
tained from photon detection in the measurement simulatfwntwo light curves are normalized
to the same mean count rate.

According to the thenversion methodDeak 1990, p. 68., Gould et al. 2006, p. 42B), this
exponential distribution can be obtained from the unifgrdistributed random numbexkg which
are created by the HEAdas random number generator, usiriglibwing transformation:

(a0 = F(x) = -2 In(1 - ) @8)
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Figure 4.11: Example for a PSF: the plotted function represséhe imaging probability for
incident photons. Although the PSF is sharply peaked, isiglly not a reab-function such that
the resulting image will exhibit a smearing of the observedrses (Schroeder, 2000).

As the uniform random number distributi¢x } is equivalent tg1-x;}, the time intervals between
successive photon events can be also determined by theléormu

(A0 =~ (%) @9)

Additionally to the specification of the the arrival time, emergy has to be assigned to each
incident photon according to the particular source spattrirthe spectral models are stored in
PHA files, containing the probability density (i.e., a notized count rate) for photons in the
individual PHA channels (see Sec. 4.3.2). All spectra aagel st program call and stored as cu-
mulative probability distribution. At the creation of a n@loton, its energy is chosen according
to the corresponding source spectrum using the HEAdas namdonber generator.

By these two methods of creating the arrival time and the ggheinergy it is ensured that
the simulated sources exhibit a proper physical behaviaheemitted photons follow a realistic
Poisson distribution on short timescales and exhibit thop@r long term variability and a real
spectrum.

4.2.4 Point Spread Function

The Point SpreadFunction (PSF) of an optical system describes the smeariran abserved
point source by the imaging process. According to Schrog#)0) it represents the normalized
intensity (time averaged absolute square of the electraptagwave function) at a particular
point in the image plane. Regarding light as individual phst the PSF is the probability for
each detector pixel to be hit by a given photon, which is cgriiom a source at a particular
positionr in the sky with the specific enerdy. A possible shape of a telescope PSF for a source
on the optical axis can be seen in Fig. 4.11.

Actually the PSF describes the spread of a point source ddnystne optical imaging system.
In the case of eROSITA this means that photons from a pointsare not imaged to exactly one
definite detector pixel, but there are several pixels in White photon can arrive with a certain
probability. In mathematical terms the image can be reghedethe convolution of the source
function with the PSF (Fig. 4.12).

The PSF depends on the direction of the source and on theyeaktbe photon (Davis,
2001b). Usually the optical system has its best performé&mrcgources on the optical axis with
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Figure 4.12: Convolution of a source function with a PSF ltssno the visible image: the sample
PSF is not rotationally symmetric, but exhibits a largeesprin the y-direction. These properties
can also be found in the image, where the point sources anmalyngneared in this direction.
(http;y/en.wikipedia.orgviki/Point_spread_function

moderate photon energies. At higher energy and for soutess to the edge of the FOV the PSF
peak becomes wider and less sharp.

Each individual mirror system of eROSITA is rotationallynsyetric, so the PSF is a function
of the df-axis angles and the photon energlf. Simulations of the PSF for fiierent discrete
values ofs andE, performed by Peter Friedrich (MPE), show that the smeavintje photons
is of the order of+1 pixel for sources on the optical axis. At the edge of the F@¥ dpread is
larger.

The measurement algorithm uses the PSF to determine timghptbsition of the generated
photons (cf. photon processing routine illustrated in Eig). The explicit form of the PSF can be
obtained by the simulation of the mirror reflection, whichsweerformed by Peter Friedrich. His
simulation generates X-ray photons for some particulargéee and &-axis angles. The output
are event lists, which can be used to obtain a discrete mdtiet @ SF for these particular values
E; ands;.

The event lists created by the mirror simulation are coedetd a more convenient format for
the measurement simulation. Basically the single phot@mtsvare binned to the corresponding
detector pixels. Then all entries of the resulting arraydiveled by the entire number of simu-
lated photons. By this way one obtains the PSF in a more iveuibrm: for each energy value
E; and df-axis angles; one has an array with the individual entries representiegptiobability
that an incident photon is reflected to the correspondingatiet pixel. This array can be easily
plotted as a discrete 2-dimensional function like in Fig.14.

Of course, the source positions and energies of real phat@sot limited to these discrete
values, so an interpolation routine has to be applied toimlataontinuous PSF. Therefore the
off-axis angley has to be determined for each photon using trigonometrétiogls. Then the best
matching PSF is determined. Assuming that the PSF does angeltoo much for neighboring
off-axis angles; and energies€s;, for each continuous set of,E) an interpolation by a step
function is applied. For a photon with continuous valug<€j the closest available PSF with
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Figure 4.13: The PSF was calculated by a computer simulédiosources with dterent discrete
off-axis angles; (step size 5.

(6k, Ey) is selected, wherkandl are chosen in such a way that:

|6 — 6kl = | gy;r;](lé - 6il) (4.10)
IE-E|= jinl’nzr]g(||z—|zj|) (4.11)

The PSF has been simulated by Peter Friedrich so far, forftkexis angles; = 0/, 5, 10, 15,
20, 25, and 30, and the photon energi€§ = 1keV, 4keV, and 7 keV. The sketch in Fig. 4.13
schematically displays the source location for théedént df-axis angles;.

Some examples of the simulation of the photon reflection kyntlirror system are given in
Figs. 4.14 — 4.19, where Figs. 4.14 — 4.19 in particular digfthes-dependence of the spot in the
PSF. For large f-axis angles (which, in Peter Friedrich’s simulation, @nesen in a direction
parallel to the x-axis of the detector array) the photonssaread over a wider range than for
o~0.

Each of the given plots shows the relevant section of thecttetarray, where the PSF is
significantly greater than 0. The position of the detectatiea within the entire array can be
concluded from the pixel coordinates in the figure. The heddtihe presented peaks describes
the probability that an incident photon with the specifiedrgyg and @f-axis angle is reflected to
a particular detector pixel.

The eROSITA mirror system is designed for high precisiongimg, so the sources close to
the optical axis should exhibit almost no photon spread, tardcorresponding PSF peaks for
6 ~ O are quite sharp. At the borders of the FOV the focus peak besdmoader and the
photons are spread over a wider area of pixels. Additiorthlymirror reflectivity decreases, so
the probability that an incident photon is measured in argl@t all becomes smaller for bigger
6. Therefore the PSF for sources near the border of the FOMtis fi@t in comparison to on-axis
sources, which can be seen clearly comparing Fig. 4.19 toiFid.

The higher the photon energy, the more photons get lost andarfocused on the detector
by the mirror system, thus the eROSITA mirror system is ongcuate for low and intermediate
photon energies. This feature can be seen from the declitteeqfeak in the PSF for 1 keV in
Fig. 4.14 to the peak for 7keV in Fig. 4.16. The imaging pralitstfor photons in dependence
on their energy andfbaxis angle is displayed in Fig. 4.20.
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0.2

0.15

Figure 4.14: Simulated photon reflection far= 0’ andE; = 1 keV: the displayed plot is only
a section of the entire detector array with 38884 pixels. The x- and y-coordinate are given
in integer detector pixel coordinates, and the height ofek represents the probability that an
incident photon is focused to the corresponding pixel.
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Figure 4.15: Simulated photon reflection fr = 0’ andE, = 4keV: the peak is significantly
lower than forg; = 1 keV.

4.2.5 Split events

The basic principle of a CCD detector is to measure the chalaal that is created by photons
in the form of electron-hole pairs in the semiconductor make The more energy an incident
photon originally had, the more electron-hole pairs arate@ In high energy astronomy usually
charge clouds originating from single photons are meagignatept from pileup, Sec. 4.2.6).
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Figure 4.16: Simulated photon reflection & = 0" andEz = 7keV: due to the decrease of
reflectivity for higher photon energies the size of the pesakardly comparable to the peaks for
E; and E,.
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Figure 4.17: Simulated photon reflection for= 5 andE; = 1 keV.

Due to difusion and Coulomb repulsion in a typical detector the chatgad has a finite
extension of~ 5 — 6um (Martin, 2004). As the detector pixel size is finite, thergeacloud may
be distributed over several neighboring detector pixelichvis called a split event. Usually the
size of the charge cloud is smaller than the size of a detpttel, so there are mainly four basic
types of split events (graphically displayed in Fig. 4.21):

e single event:The charge cloud lies completely within one detector pixel.
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Figure 4.18: Simulated photon reflection figr= 25 andE; = 1 keV: in comparison to the sharp
PSF peaks for on-axis sources the photons are spread ovechavmuler pixel area for sources
close to the edge of the FOV.
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Figure 4.19: Simulated photon reflection fgr= 30 andE; = 1 keV.
e double event: The charge cloud is spread over two neighboring pixels, whave a com-
mon border.

e triple event: Three neighboring pixels ardfacted forming a triangle (not a line), where
the main part of the charge cloud lies in the "central” pixel.

e quadruple event: The four dfected pixels form a square, where the pixels with the biggest
and the smallest charge fraction lie opposite to each otheéliagonal positions.

47



4.2. MEASUREMENT PROCESS CHAPTER 4. SIMULATION

Detection probability

45 T T T T T T T
lkevV C——
dkev
40 - [] 7 keV i ]
35 E
T 30 E
z
S 25t b
Q
S —
S
§ 0f 1
2 —
L
3 15 g
10 - ]
5 o .
0 L 3 : L 3 : i | 3 : | i 3 | 3 3 | 3 L 3
0 5 10 15 20 25 30

off-axis angle []

Figure 4.20: Dependence of the mirror reflectivity on tlfieaxis angle and photon energy: for
high energetic photons close the edge of the FOV the refigctiecreases dramatically. For this
determination of the detection probability an ideal detebias been assumed, i.e., with quantum
efficiency= 1.

single double triple guadruple

Figure 4.21: The 4 basic types of split patterns. The chalgedcthat is created by a photon
hitting the detector can be distributed among neighborirglg. In the eROSITA simulation the
4 displayed pattern types are taken into account.

For the simulation the shape of the charge cloud is assumiee #02-dimensional Gaussian
distribution with a certain standard deviatiog., which can be specified by a program parameter.
The radius of the charge cloud is defined@s.= 3oc. If a photon hits the detector close to the
border of a pixel (distance to bordér< rcc), the part of the entire charge that is measured in the
neighboring pixel can be calculated by evaluating the Gansetegral

X

G(X = —d/O’CC) = % fe—tz/Z dt (412)

—00

Because the detector has 2 dimensions, one has to considdistancesly anddy to the next
neighboring pixels in botk- andy-direction, and the spatial distribution of the total cleacfarge
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Figure 4.22: Schematic charge distribution in a quadrupése The charge cloud is assumed to
have a Gaussian shape with := 3oc.

Qo for the example in Fig. 4.22 can be determined as:

Q1 = (1 - G(=0x/oed)) (1 = G(=dy/07cc)) - Qo (4.13)
Q2 = G(~dy/0ce) (1~ G(~dy/oee)) - Qo (4.14)
Qs = (1 - G(-dy/0ce) )G(~dy/ce) - Qo (4.15)
Qs = G(—dx/U'cc)G(_dy/U'cc) Qo (4-16)

where the Gaussian integral (4.12) is calculated numéyiaaing the error function of thepecial
functionspackage in th&NU Scientific Library (GSL).

If, e.g., the charge fractioQ, is below the detector threshold (Sec. 4.2.8), no event will b
registered in the detector pixel No. 4 (provided that no offfeton hits the pixel during the
same integration period, which would result in pileup, c2.8), and the pattern in Fig. 4.22 will
effectively be a triple.

Split events can be reconstruct from the measured data bghseg for the possible split
pattern with the particular charge distribution. Aftersthinalysis the several events that contribute
to the same split event can be summarized as one event withieufg grade, which specifies
the split pattern (see Ehle et al. 2007). In the current sitian this analysis is not performed, so
the events in output event list are designated as singles.split pattern recognition has to be
implemented in an additional algorithm.

The ratio of single events and split events with more thanafiieeted pixel basically depends
on the relative size of the charge clouds to the size of thecttat pixels. As long as the extent of
the charge clouds is small in comparison to the width of thtealer pixels, most detected events
are singles. But if the radius of the charge cloud is of theesamder as the pixel width, a split
event will occur, if the distance between the point, wheee fthoton hits the detector, and the
nearest pixel edge is smaller than the extension of the erdogd:

dedge< rcc (417)
Therefore the ratio of split events and total number of pheto

Nsplits

Rsplits = (4-18)

Nphotons
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can be estimated by comparing the corresponding fractibpel area

a-— 2rcc)2

(4.19)

Rsplits = 1 — Rsingles£ 1- ( a

wherea denotes the width of a pixel. For a pixel sizesof 75um and an estimated charge cloud
radiusrcioud = 6um the area ratio in (4.19) is aboBpjits ~ 29.4%. This value is consistent with
the simulated ratio oNspiits/Nphotons~ 28.6% for a sample oNpnotons~ 1700 photons.

4.2.6 Pileup

Photon events on the detector are not continuously reacbatithe created charges are stored
in the detector pixels during the integration time and mesat the end of this period. For
eROSITA the integration time is 50 ms. Especially for veright sources it might happen that
two or more photons hit the same detector pixel during theirmegration period. In this case the
detector measures approximately the sum of the individhalge clouds (Davis 2001a, Ehle et al.
2007), which is then interpreted as a single photon withespondingly higher energy. Usually
there is no possibility to distinguish between these twmades of a single or multiple photon
event.

Of course, this has also soméexts on the measured data. Particularly the spectrum is
slightly shifted to higher energies, because two or moraé@iscan add up to an event with an
energy corresponding to a higher energetic photon (Da@i312). If the observed source has a
line spectrum, the measured spectrum might contain medtipf the characteristic lines (Martin,
2004, p.49). In the same way the count rate of totally registevents decreases.

For very bright sources it is even possible that so many pisohit the same detector pixel
during one integration period that the resulting chargaoahe hold within the pixel. In that case
a fraction of the charge cloud flows to the neighboring pixelsich might result in the detection
of additional events with an almost arbitrary energy dependn the transferred charge. This
kind of extreme pileup can be identified by, e.g., the ocaweeof strange split patterns (Davis,
2001a). This phenomenon is only observed for looking atyrdmight sources, and the resulting
data usually are not very useful due to the corruption of dugstered events by these strong
pileup dfects.

All in all pileup has negative féects on the quality of the measured data. But for bright
sources at least some fraction of pileup events cannot Haded; as the detector has a finite
integration time. Therefore, the pileup of charge cloudsictvare created by two or more photons
in the same detector pixel (without charge transfer to nmghg pixels), is implemented in the
simulation in order to obtain a realistic model of the eROSACD detector for the commonly
observed sources.

4.2.7 Detector background

Basically there are two ffierent kinds of background radiation for X-ray telescopdsdEet al.
2007, Guainazzi 2008, Puccetti et al. 2008). On the one fmeard ts the CXRB. Photons originat-
ing from the CXRB are detected by the telescope in the samewahotons from dierent X-ray
sources. In the simulation this background is modelled byetttension of the source catalog to
a large number of very faint point sources, according to theeoved source flux distribution in
the deep field surveys (Sec. 4.1.2). Up to now the major tracii the CXRB has been resolved
to discrete sources, so the large sample of very faint seurealable in the simulation seems to
model that kind of background radiation properly.

Additionally to this X-ray background that is reflected te t6CD by the mirror system there
is a diferent kind of detector background originating from highrge&c radiation passing the
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Figure 4.23: Simulation of a pointed observation with dioratof 1s: the left hand picture is
the simulated measurement of a point source located direotthe optical axis. The right hand
picture shows the same observation with the additional lsitin of detector background events
(0.001 counts st pixel™t). Of course, background events also occur in the detectetsihat lie
outside the FOV.

detector shield. The eROSITA CCD is mainly shielded by a eogpusing against cosmic
radiation. But the telescope mass is limited due to the niogrdn the satellite, so the shield
is only a compromise between reducing weight and reducirmgggraund events. The detector
background is caused by protons, electrons and other [partitose to the radiation belts of the
Earth. Although the eROSITA orbit is lower than then-Allenbelts (the lower one starts at about
700 km), there is a certain amount of radiation in this heigiu.

In the simulation the detector background is modelled bglsiphoton events that are ran-
domly distributed on the CCD detector. The count rate ancetiergy spectrum of these back-
ground events are program parameters and can be adaptedrasthts of closer examinations
of the expected background. An example for tifiiee of the background radiation is shown
in Fig. 4.23, where simulated detector images for an observavith and without background
events are displayed.

In contrary to the CXRB this kind of background events car alscur in pixels that lie
outside the actual FOV, because the high energetic parfideetrate the shield from arbitrary
directions. The resulting events can be located anywhetkeodetector. This particular property
makes it possible to measure the true detector backgroummdhe flight of the satellite and to
take it into consideration in the analysis of the observezhts/(cf. MPE, et al. 2007).

4.2.8 Detector response

When a photon hits a particular CCD detector pixel it createbarge cloud by interaction with
the semiconductor material. The charge is stored insideitted during the integration time
(50 ms for eROSITA) and shifted to the frame store area atrideoéthat period. From the frame
store the charge is finally read out and results in a pulseakigrhich can be processed by the
subsequent electronics. The height of the pulse corresptinthe amount of measured charge
and, therefore, to the photon energy, as the charge is ysualted by a single photon, provided
that there is no pileup. This relation makes it possible tdgoe spectroscopy on the X-ray
photons that are measured by a CCD detector.
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An ideal detector would have a linear dependence betwegrhtiten energy and the resulting
pulse signal, the so-calldéulseHeight Amplitude (PHA). As a real detector has a finite energy
resolution with a particular number of discrete PHA chasnéhe resulting relation between
photon energy and PHA channel has approximately the form @aassian function with the
following energy resolution (Wilms, 2006):

AE
— «
E

Depending on the detector material, there are severaliawllitfeatures mainly originating
from atomic emission lines, which have afieet on the charge creation by the incident X-ray
photons. Usually these features disturb the clear linepemnigence between photon energy and
measured PHA channel. Especially at the absorption edgéseo€CD material an incident
photon might be measured in one out of a major number of PHArwla according to a particular
probability distribution.

This probability distribution is usually modelled by tlketector respons&nction R(c, E),
which represents the probability, that an incoming photdh energyE is measured in the PHA
channelc. The count rate in a particular PHA chantetan theoretically be obtained according
to Wilms (2006), Davis (2001b), or Davis (2001a) as

E (4.20)

[ee)

n(c) = f R(c, E) A(E) F(E) dE (4.21)

0

whereA(E) is the dfective area (see Fig. 2.8 in Sec. 2.2.2), &{&) is the source flux in the
corresponding energy band.

Converting the continuous functidr(c, E) to a discrete function with finite energy bins for
the photon energy results in the deteasponse matrix

Ej
: 1
RD(C, J) = ﬁ f R(C, E)dE (422)

j-1

as pointed out by George et al. (199B)(c, j) describes the probability that a photon with energy
Einthe binEj_; < E < Ej is measured in the PHA chanrelthus usually}’; R(c, j) = 1 for each

photon energy birj. The response matrix is sometimes also referred :udistribution matrix
because each row of the matrix represents the redistribofia monochromatic photon input to
the individual PHA channels (Guainazzi, 2008).

The response matrix for a particular detector is usuallyest@in a compact format) in the
RMF, which also contains the lower threshold for detecteenes: Below this threshold, the
signal created by the charge is too weak for measuring amgisfore neglected.

The simulation uses the RMF to determine the measured PHAnehdor the amount of
charge, which has been created by the incident photons thftgrhave been reflected by the
mirror system. Values below the detector threshold are Igimgglected. This method is similar
to the procedure described in Puccetti et al. (2008), eXoefe fact that the mirror properties of
Simbol-X are implemented in the additiorfahcillary Responsd-ile (ARF), which also describes
the imaging probabilities and energy-dependédfeative area of the mirror system (George et al.,
1998). The eROSITA simulation uses an explicit model for B8F (Sec. 4.2.4) instead of the
ARF.

In Fig. 4.24 the response matrix for the EPIC pn-CCD on thell#at XMM-Newton (Struder
et al., 2001) is visualized. Apart from the main diagonal,ichihrepresents the desired linear
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Figure 4.24: RMF matrix of EPIC pn-CCD (XMM-Newton): aparoin the ideal linear depen-
dence between photon energy and PHA channel, the RMF exfdlditional features due to
the properties of the CCD material. The eROSITA detectoraseld on the EPIC camera, and,
therefore, might have a similar shape.

relation between photon energy and PHA channel energy, dtexinas some additional features.
For example, there is a weaker line running parallel to thimmiagonal. This means that photons
with, e.g.,~ 3keV might be either detected at a channel correspondirg3éeV or at a lower
energy of~ 1keV. For diferent detectors there might be even more side peaks. Unétetiy
these material-dependenffexts destroy the unambiguous relation between the photdrihan
measured energy, which is assumed for the ideal case, amdfdre, complicate spectral analysis.

Currently there is no proper RMF available for the eROSITADZGo the simulation was
tested with the EPIC pn response matrix. (The eROSITA caté@pmis basically a successor of
the EPIC CCD.) On reading out the individual detector pixéie contained charge is converted
to a PHA channel according to the probability distributi@spresented by the RMF, and taking
into account the lower threshold for the detector signaksth® RMF data are stored in a file with
standardized format (George et al., 1998), it can be reglaesily, when adequate data for the
eROSITA RMF are available.

4.3 File formats

The diterent input and output data of the simulation, presentéeaeiptevious part of this chapter,
have to be stored in flerent FITS files. The format of the individual file types isg@eted in the
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Table 4.1: The essential columns of the binary table in acgocatalog file.

Name Data type Content
R A_ Float right ascension of the source
Dec_ Float declination of the source
src_cps Double source count rate
E_min, E_max  Double minimum and maximum value of
the regarded energy band
SrcModel String source model, specifies the name of a

FITS file containing the spectrum

following.

As far as possible, standardized file formats were used iardadguarantee a maximum of
portability. Depending on the individual mission, therayitibe slight diferences in the contained
table columns of the individual FITS files, although the colunames themselves are usually
clearly defined. Therefore, the design of the file formatstifer simulation follows the given
standards as far as available, and defines new formats ifeeq he simulation specific formats
should be intuitively accessible.

4.3.1 Source catalogs

The X-ray sources from the RASS-FSC are transformed fromA8@&ll file, which is published

in the internet, to a FITS file (Sec. 4.1.1). The randomly gateel sources (Sec. 4.1.2) are also
stored in a binary table in FITS format. The FITS tables dongl information required by
the simulation for generating photons for the individualirees. An overview of the essential
columns is given in Table 4.1. The FITS file for the RASS-FS@tams additional information
from the originally published file, but this data is not usgdhee simulation.

Currently the simulation deals with the right ascensior,dBclination, and the source count
rate. Additional fields are implemented for the spectral ei@hd the minimum and maximum
value of the energy range for the source as in a similar sitmufar Simbol-X (Puccetti et al.,
2008), but are not used in the current implementation of thgrmam. Their usage is one of the
future development steps of the simulation. Of coursegthee also further possible parameters
like a light curve model for each individual source, whichultbalso be implemented, if required.

4.3.2 PHAfiles

For the generation of photons the simulation requires sp@dtthe individual sources (and the
detector background model). These data are stored in $&l@&files, where each file contains
one particular spectrum. The binary table in each file has@istwo columns. The first column
gives the PHA channel, i.e., the energy bin of the photonggnand the second column contains
the count rate in the corresponding channel (cf. Table 4.2).

Simple spectra for testing the simulation can be createityemish a few lines of code (sub-
programcreate_spectrujnwhereas real source spectra for the execution of the atinnlcan be
obtained from spectral analysis software like XSPEC. ino the sources detector background
has a particular spectrum, which is also stored in a PHA filénfout in the simulation.
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Table 4.2: The individual columns of the binary table in a PH&

Name Data type Content
CHANNEL Long PHA channel
COUNTS Float count rate in this channel, normalized toounts¢) = 1
[

Table 4.3: The individual columns of the binary table in a R This file format is not a
standard, but designed in particular for the simulation.

Name Data type Content
OFFAXANG Float df-axis angles
ENERGY Float photon energy in keV
X, Y Integer dfset of then x m sub-matrix
(nandmare stored in header keywords)
PSF_DATA Float-Array matrix entries @f x m sub-matrix
with lengthn-m stored in a 1-dimensional array

4.3.3 PSFfiles

The imaging properties of the mirror system are modelledheyRSF. Mathematically it can be
described by & x N matrix for each availableffyaxis angle and energy combination (Sec. 4.2.4),
whereN is the width of the detector in pixels. The individual mateitriesPy (s, E) represent
the probability, that an incident photon with enerfgyat the df-axis angles is reflected to the
detector pixel with coordinatesandy.

Usually most matrix entries are equal to zero, so édshiN matrix can be reduced torex m
sub-matrix, withn < N, which consumes less memory. These sub-matrices are stoadel TS
binary table, which can be read by the simulation.

4.3.4 RMFfiles

Similar to the PSF of the mirror system the measurement piliies of a detector are described
by the detector response function and the detector respoasi respectively. The exact mean-
ing of these terms is described in Sec. 4.2.8.

Basically the detector response matrix is a hagen matrix, wherenis the number of energy
bins for incident photons, amd is the number of possible PHA output channels. The matrirent
(Rp)j; represents the probability that an incident photon withrgné&; is measured in the PHA
channel, which corresponds to the enerBy(George et al., 1998).

The necessary information for modelling a particular detets stored in FITS format in
the RMF. This file contains two binary tables. One of them iedaVIATRIX or SPECRESP
MATRIXand contains the actual detector response matrix inclutieglefinition of the energy
bins E; for the incident photons. The relation between the PHA chbinand the corresponding
measured energy vallg is given in the additional tablEBOUNDS

Apart from that the RMF contains header keywords with infation about the number of
PHA channels and the lower detector threshold. The dethilemlt of the FITS file is presented
in George et al. (1998).
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Table 4.4: The individual columns of the binary table in ahbitdfile.

Name Data type Content
TIME Float timet (refers to header keywordJDREF)
X, Y, Z Float position of the satellite at tinte

VX, Vy, Vz Float velocity of the satellite at time

Table 4.5: The individual columns of the binary table in ditade file.

Name Data type Content
VALTIME String timet in format yyyy-mm-ddThh:mm:ss
TIME Float timet (refers to header keywotdJDREF
VIEWRA Float right ascension of telescope axis at time
VIEWDECL Float declination of telescope axis at time
ROLLANG Float roll-angle at timet
ASPANGLE Float solar aspect angle at tine

4.3.5 Orbitfiles

Orbit files are stored as FITS files and contain a binary talille thie position and velocity of
the satellite at particular points of time (cf. Table 4.4)sudlly the time statements in the dif-
ferent FITS files refer to a reference date specified by theldrelkeywordMJDREF. Position
and velocity are given in Cartesian coordinates, which @aadsily processed by the simulation
algorithm.

At the time when the simulation was developed, no real odi# evere available for eROSITA,
so the orbit files had to be created by an orbit propagatioariéthgn according to the methods
described in Chap. 5. The resulting files are used as inpuhéomeasurement simulation and
the attitude calculator, which requires the orbit inforimiatto determine the telescope’s pointing
direction.

As the data are only available for discrete points of timehveiteps of several seconds or
minutes, the simulation software has to perform an intexph in order to obtain the satellite’s
position and velocity for intermediate points of time.

4.3.6 Attitude files

Attitude files specify the satellite’s orientation in 3-dimsional space at particular points of time.
Basically the attitude can be given by defining threffedént angles. For convenience in the
context of the simulation two of them are the right ascensaiath declination of the telescope axis
respectively. The third angle, specifiedrai-angle is the rotation angle of the satellite around
the telescope axis. An overview is given in Table 4.5.

Using the orbit files created by the orbit propagation atgani attitude information can be
determined easily, assuming that the telescope alwayssmtimight away from the center of the
Earth. Actually the survey geometry is more complicated @&c. 2.1.3), but the attitude files
for this complex pointing strategy will be provided at lag¢eps of the development of eROSITA.
With the assumption of the simplified survey geometry thatraggcension and declination of the
telescope axis are equal to the satellite’s right asceraiordeclination. Theoll-angle, i.e., the
rotation angle around the telescope axis, is still not fixedl @n be determined according to the
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requirement that the solar panels should collect as mudigbtias possible. Therefore, thell-
anglecan be directly calculated from the position of the Sun, Wligcobtained from an algorithm
presented in Meeus (1998).

According to this attitude model the satellite’s oriergatis determined from a given orbit file.
The resulting attitude file contains the time, the right asan and declination of the telescope
axis, theroll-angle, and, as additional information, the solar aspect angledRg this attitude
file, the simulation software can easily determine the telps viewing direction.

4.3.7 TLE

TheTwo Line Elements (TLES) are a commonly used format to describe disgigebrbit param-
eters. As the name already suggests, they basically carfigiso lines with a fixed length of 69
characters each and a specific data format. There might alsazbroth line with the satellite’s
common or human readable name, but the important data ateiret in the subsequent two
lines.

Apart from diferent identifiers and classifications a TLE provides dragupaters and the
satellite’s orbital elements for a specified point of timehefefore, TLES are usually used to
predict the orbit for a short period assuming Keplerian omtimaybe including perturbation
theory up to first order. As the exact orbit perturbations kavigational and atmospheridfects
cannot be given over a long span of time, the TLE elements toalve updated regularly.

A detailed description of the TLE format is given in Steine6&hagerl (2004, p. 148. with
a list of the meaning of the individual bytes in each line. Ae brbit determination program,
which was developed in the course of this simulation, neglatmospheric féects, mainly the
second line of the TLEs is important, because it containsmétion about the Keplerian orbital
elements. Although an interface for input and output of Tlalas implemented for the orbit prop-
agation algorithm, usually orbit files containing the da&$ positions and velocities in Cartesian
coordinates are preferred as input for the simulation.

There are several orbit prediction programs on the web usltg input files to calculate,
e.g., the ground tracks of the ISS or some well-known stslliUnfortunately the calculations in
these programs are not accurate enough to determine thd @Ra®it for the simulation, as they
usually neglect perturbatiorffects or implement only first order perturbation theory. Effiare,

a separate algorithm had to be developed for this purpose.

4.3.8 Eventlists

The result of the simulated measurement process is an asentith the detected photons (or
multi-pixel events). The corresponding FITS output file tedms a binary table with the time of
the measurement, the PHA channel, the so-called grade &f. 432.5), and the pixel coordi-
nates of each individual event. The individual columns im thble are listed in Table 4.6. The
columns are implemented according to George et al. (1994%o@se, there is a large number
of additional columns that can be added if required.

As the detector is not read out continuously but in time wakr of 50 ms, the time in the
event list is usually not equal to the time, when the photos d&aually hit the detector. The
time difference might be up to the integration time. The PHA chann@ksents the measured
detector energy, where the relation between channel ardyeisegiven in theEBOUNDStable
of the RMF (Sec. 4.3.4), and the grade should designate fiiepaftern. As the simulation
implements no recognition of split events, all events agarged as singles. Therefore, the grade
is not used and set to zero in this context.
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Table 4.6: The individual columns of the binary table in arreist file.

Name Data type Content
TIME Float time of the detection, i.e., readout time of thenfie
PHA Long number of detector PHA channel
GRADE Integer number that specifies the split type
RAWX, RAWY Integer raw detector pixel coordinates of the @ve
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Chapter 5

Satellite orbits

It is commonly known that satellites move around the Eartrelliptic or in many cases even
circular orbits. Similar to the motion of the planets arodine Sun these orbits can be described
by Kepler's laws. If the simplification of a purely two pointass gravitational system is not
postulated, the satellite’s motion becomes more complitaind perturbation theory has to be
applied.

This chapter treats the mathematical background of simgleldf orbits and provides an
introduction to orbit perturbation theory up to second ardifects from the particular shape of
the Earth’s gravitational potential on close Earth orbits taken into account, particularly with
regards to eROSITA, which was originally designed for a 6d0dkbit because of the low particle
background in this height. Formulas for the semi-analygoéution of the mathematical problem
of close Earth orbits are given in Appendix A.

The dfects of atmospheric drag are neglected, because they alterstiiman the gravitational
effects and would result in even more complicated mathemaditadt. As the atmospheric pa-
rameters usually cannot be predicted with the requiredracguthe resulting model would be
insuficient for long term orbit calculations anyhow.

5.1 Issue

In order to simulate the measurement process of eROSITA haseto know the position of
the satellite and the pointing of the telescope on the #atslorbit (see Chap. 4). The latter
is particularly important to determine the visible sourgesde the FOV from the given source
catalogs.

As this simulation was developed at quite an early stagesoéROSITA mission preparation,
there was no realistic orbit data available for Spectrur@anma, and its motion around the
Earth had to be calculated for the simulation. One of the kitimn’s targets is the generation
of detector event lists as input for the NRTA software, whafllords quite accurate position and
attitude data. The orbit propagation algorithm can alsodael later during the flight of eROSITA
to determine the position of the satellite, when the datenftbe spacecraft is not available or
unreliable.

The orbit calculation had to be developed completely, asadlgtno program code or complete
tools were available for the desired purpose. Most prog@amdgeferences with explicit formulas
do either only work with Keplerian orbits or first order petiation theory, or perform a numerical
integration. In this work a semi-analytical approach wagplemented, which provides on the
one hand a quite good understanding of the mathematicagbaohd and on the other hand the
possibility to determine the influence of particular partereon the satellite’s orbit. Therefore,
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the semi-analytical method was preferred to the purely mizaeapproach.

5.2 Mathematical background

Before discussing the particular implementation of thdtarélculation for the simulation, the
following section will provide a short overview of the mathatical background. First the pure
Keplerian satellite motion is regarded, including theadtrction of the necessary formalism, later
perturbation #ects are discussed with respect to their importance foediasth orbits.

5.2.1 Two-body system

First the gravitational interaction of two point masses imva-body system is considered using
Newton’s laws. As this is a popular problem, it is treated iany books about astrodynamics.
This section will follow the approach of Steiner & Schag@004).

According to Newton, the force between the masegandny, located ar, andr; is

Gmmy
F=—3 (5.1)
withr =rq —roandr = |r|. Form, = const. andmn, = const. one obtains:
G(m
= —%r (5.2)

This non-linear dierential equation describes the relative motion of the teiotomasses. The
motion of the center of mass is just a straight line, as thexaa external forces.

This general formula can be applied to the particular sitnatf a satellite on its orbit around
the Earth, wheren; is chosen as the mass of the Earth amdas the mass of the satellite. For
convenience the origin of the coordinate systéns set into the center of the Earth, (= 0) and
the following approximation is performed, ag > mp:

G(m +mp) ~ Gmy = u (5.3)

Because of the huge massfdrence the center of mass coincides approximately witheheec

of the Earth:
R = Ml + Ml

m +my
The position of the satellite is, = r, asr; = 0. To determiner(t) as a function of time, the
following equation of motion has to be solved, which is obéal from Eq. (5.2) using (5.3):

ry=0 (5.4)

. r
r = —ﬂr—3 (55)

As already mentioned above, this equation describes thévelmotion of the two masses, i.e.,
in this particular case the motion of the satellite arourelBEarth. Scalar multiplication of (5.5)
with r yields:

fof+pu—t =0 (5.6)

L. df1. d/(1

rre= d_t(ir) - d_t(i"z) .7)
o 9(lo)_d(1la)_

r-r_dt(zr)_dt(zr)_rr (5.8)
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one obtains g 42
1, P A
dt(zr)“‘ﬂ_dt(z r)_o (5.9)

v
2

which means that

é = const. (5.10)

C:=

is a constant of motion. Often it is referred tosgecific energyf the relative motion.
The conservation of angular momentum can also be derived Eq. (5.5) by calculating the
vector product witlr:

rx'r':g(rx'r):o (5.11)
dt
= h:=r xr = const. (5.12)
Choosing thez -axis of the coordinate systel to point in the direction oh, the vectors andr
lie in the X'-y’-plane. Kepler's second law can easily be derived from tmsexvation of angular

momentum
hdt=hed dt=r x  dt = 2dA€> (5.13)

where€) is the unit vector along the-axis of ", anddA = 1/2r2dg is the half area of the
parallelogram spanned byandrdt, i.e.,dAis the area the vectaris wandering over during the
time intervaldt. Ash = |h| = const., Kepler's second law is proven:

.1 1
A= Erzde = Eh = const. (5.14)

With the choice oh || eg,, r andr lie in the X'-y’-plane and can be expressed in polar coordinates.
Introducinge, = (cosb, sing,0)" ande; = (- sing, coss, 0)" with the angled betweerr and the,
at the moment, arbitrary -axis, one can write

r=re (5.15)

P =fe +roe (5.16)

In this representation the angular momentum is
h=(re) x (Fe + réey) = r’oed (5.17)

ase x g =€>.
To determine the geometry of the orbit, it is useful to defime quantityq := r x h — ue,
which is also a constant of motion. With (5%h =

L
r3

d . J7i .
= G xh) + 5 (re) x (r?0€d)

O=Fxh+=rxh

d _ (5.18)
=G (f x h) — ubey

d .
= g xh-pue)

where the relatio®, = 6e, has been used. The vectpties in thex-y'-plane, becausg - h = 0,
and the direction of th&’-axis of the coordinate systel can be defined ﬁ := /0, thus one
obtains: ]

q-r _r-(rxh)—ur

T o (5.19)

cos =
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After performing the cyclic permutation- (f x h) = h- (r x ) = h - h = h? this results in:

h2

cosf = — — K (5.20)
ar q
_ p

r(0) = 1+ ecosf (5.21)

with p = h?/u ande = g/u.

This equation describes conic sections (Steiner & Schageél4, p. 21f.). Depending on
e the corresponding orbit is a circle & 0), an ellipse (0< e < 1), a parabolag = 1), or a
hyperbola € > 1). The so-called eccentriciggymust be positive, because= |q| > 0 andu > 0.
The case® > 1 will be neglected in the following, as only closed satellirbits are taken into
account. For eROSITA one even has an almost circular oritfitevi: O.

5.2.2 Spherical approximation

In the previous section a system consisting of two point e&bas been considered. The satel-
lite’s extension is negligible in comparison to the disebetween the satellite and the center of
the Earth, and one can approximately describe the satadlitepoint mass.

But the radius of the Earth is of the same order as the distagtweeen the center of the Earth
and the satellite. Therefore, it must be proven explicitigtithe same formulas can be used for
the satellite problem as for a system of two point massess Whi be done by showing that for
distances greater than the radius of the Earth our planetgmeximately the same gravitational
potential, as if all its mass would be concentrated in itgeren

For this calculation it is assumed that the Earth is a pedglere with radiu® and its mass
Mg is distributed uniformly inside the sphere. The gravitasibpotential for a test mase at a
positionr above the surfacér(—rq| =Ir| =r > Rg) is:

Re 7
dMm 2np(r') . ,
V(r)=-Gm | — =-Gm siny) dy dr (5.22)

S

with s=|r —r’|, p(r") = p = const., and the infinitesimal mass elemeht = 2rpr’2 sin¥ dr’ d¥
(see Fig. 5.1). Using the cosine identity = r? + r'2 — 2rr’ cosfy) = sds= rr’sin(y)dy the
integration variable can be replaced:

Re r+r’ , G Re G
V(r) = —%Gmff’% dsdr = —47rTmfr'2pdr’ = —mTMS (5.23)
0 r-r 0

In other words the Earth has indeed the same potential, amagource with the same mass at
the center of the Earth would have, and the formalism deeelap Sec. 5.2.1 can be used for the
calculation of a satellite’s orbit.

5.2.3 Kepler orbits: Kepler elements

In Sec. 5.2.1 it was concluded from Eq. (5.21) that the orbi satellite around the Earth is an
ellipse (or a circle), if only finite systems with< 1 are considered. The Earth and, therefore, the
origin of the coordinate system is located in one of the twaaf@oints of the ellipse, as Kepler's
first law claims.

To describe the motion of the satellite on its orbit arourelBEarth, it is useful to switch from
the coordinate systeri’ introduced in Sec. 5.2.1 to the geocentric equator systemith the
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Figure 5.1: Integration over the total volume of the Eartboading to Steiner & Schagerl (2004).

z-axis pointing in the direction of the north pole, tkeaxis to the First Point of Aries (a fixed
direction with respect to the background of stars), and/thgis perpendicular to both of them.

This coordinate system is moving around the Sun along thregédélhe Earth, but the directions
of its axes are fixed in reference to the cosmic backgroundthdsatellite’s motion is almost
entirely dominated by the gravitational potential of thatkainfluences from the Sun or other
planets can be neglected, and the coordinate system cagdreled as an inertial system. The
geocentric equator system is a common choice for astrombpioblems. It is more convenient
for this purpose thah’, which depends on the attitude of the orbital plane.

To characterize the orbit and the position of the satelliie,ellipse can be defined, e.g., by
the length of its semimajor axie and its eccentricitye. But, of course, there are alsofeirent
possible sets of parameters to describe an ellipse. Form&amcommon choice is to define the
parametep of the ellipse instead of the semimajor aajsvhere

p=a(l-é) (5.24)

Having specified the ellipse, the actual position of thellt&tés given by the angl®, which is
calledtrue anomalyas shown in Fig. 5.2.

Therefore, one needs a set of three parameters sueheag)(to describe the position of the
satellite within the orbital plane. But the alignment ofstiplane in 3-dimensional space is still
arbitrary. In order to designate a particular orbital plamually the three additional anglex
andw are introduced.

The first parameteris called theinclination and is defined as the angle between the orbital
plane and the equatorial plane of the Earth. Its possiblgegdie in the interval fromOto 180,
where orbits withi < 9C° are calledprograde i = 90° means golar, andi > 90° aretrograde
orbit.

The value ofQ2 designates the right ascension of the ascending nodehealirection, where
the satellite’s orbit crosses the equatorial plane comiagn fthe southern hemisphere. From the
geometrical point of view the ascending node is defined byritegsection line of the equatorial
with the orbital plane. Possible values lie in the intervahi O to 360°.

To determine the position of the perigee, the so-cadliegiment of perigee is used, which
specifies the angle between the vector from the center ofafte G.e., the origin of the coordinate
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Xv

Figure 5.2: Parameters of an ellipse according to Flury L1:9%e ellipse is clearly defined by its
semimajor axig and its eccentricity. The position of the satellite on the ellipse can be specified
by the eccentric anomaly or the true anomaly.

system) to the perigee of the ellipse (the satellite’s dbpesition to the Earth) and the vector
from the center of the Earth to the ascending node. The anguofigerigee has possible values
between 0 and 360.

Fig. 5.3 shows the parameter set), w) describing the attitude of the orbital plane according
to the geocentric equator system. Specifying the six Kepleorbital elementsa e, i, Q, w, 6)
is a common choice to define the complete orbit of a satellités quite suitable for analytical
calculations and is used, e.g., as basis for the NORAD TL&#&b(Sec. 4.3.7).

5.2.4 Kepler orbits: equations of motion

This section will describe how the position and velocity ofagellite can be obtained from its
Keplerian elements. The mostfiult part of this calculation is the determination of theetru
anomaly® depending on the time. It is shown below that there is no eix@nalytical function
6(t). But it is possible to calculate a quantity called themean anomalywhich is defined as

M = n(t - t;) (5.25)

flu  2n
n= g = ? (526)

andt, the time, when the satellite was in the perigee position.

T= %\/g (5.27)
J7i

is the time for one revolution, socan be regarded as the mean angular velocity of the satellite
The motion is not uniform (e.g., the satellite is faster aigee and slower at apogee according
to Kepler's second law), and, therefore, the mean anomailgtiequal t@ or E. This would only

be valid for a circle, i.e.e = 0. In that special case the equality=- E = 6 holds.

with the mean motion
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Line of nodes

Satellite

(Y)

Vernal
Equinox

Plane of the Celestial
Equator

Orbital plane

Figure 5.3: The attitude of the orbital plane in 3-dimenai@pace is defined by three angles: the
inclinationi, the right ascension of the ascending néjeand the argument of perigee(North
Carolina State UniversityDepartment of Physicittp;/Avww. physics.ncsu.eflu

Considering Kepler's second law and using some geometiations, one can derive the
Kepler equation(Steiner & Schagerl, 2004, p. £i8:

M = E - esin(E) (5.28)

This relation between the mean and the eccentric anomallgasia element of orbit calculations.
Unfortunately it cannot be solved f@, so there is no possibility to obtain the eccentric anomaly
as a function of time. Instead of that for a given titntae mean anomali can be calculated
according to Eq. (5.25). The result is put in the Kepler eignato determine the corresponding
eccentric anomalfe using numerical methods like the Newton algorithm. Knowihdt is quite
simple to obtain the actually required true anontaby using (Steiner & Schagerl, 2004, p. 71)

E l-e 0
tan(E) = mtan(z) (5.29)

The positiorr of the satellite according to the coordinate sysi€roan then be expressed in terms
of E or 6 (Fig. 5.2) by using some geometric relations. As shown byyHI991, p. 20):

r = a(cosE — e) &) +aVl-esinEe) (5.30)
Taking into account (Flury, 1991, p.20)
. w1
E=,/—- 31
I
Differentiation of Eq. (5.30) yields:
a
P=v= —T\/’U_ sinEe), + @ cosEe) (5.32)
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The remaining problem that still has to be solved is the frangation fromI” to the equatorial
coordinate systerli. For that purpose the vectoé, and eg, have to be expressed in terms of

& = (1,0,0)", & = (0,1,0)T, ande? = (0,0,1)":

e’, =|coswsinQ + sinw cosQ cosi
sinw sini

COSw COSQ — Sinw SiNQ cosi
(5.33)

—Sinw cosQ — cosw SINQ) cosi
e?, = | - sinw sinQ + cosw cosQ cosi
CcoSw Sini

(5.34)

Knowing the orbital elements of a satellite, its positiord arelocity can be determined for any
given point of time following the previous method. Therefothe parameter sé, e, i, Q, w, t) or
(a, e i,Q,w, M) can be used to define the position and velocity.

A similar method for calculating this data is based ondlgument of latitude

Uu=w+0 (5.35)

and can be found, e.qg., in Flury (1991, p. 38). In principlis the same approach using the true
anomalyd instead of the eccentric anomaty

5.2.5 Oblateness of the Earth

In the previous sections (especially in Sec. 5.2.2) thehEads assumed to have a perfectly
spherical shape with uniform mass distribution. With tregtuanption it is possible to replace the
Earth’s gravitational potential by the potential of a paimhss with the same total mass, so the
two-body formalism developed in section 5.2.1 can be agplie

The resulting orbits for eccentricity < 1 are periodic, i.e., the satellite remains in its orbit
over the time, and after each revolution around the Earthtitrns to its initial position. This
approximation is quite suitable for satellites at hightattes, i.e., several 1000 kilometers above
the Earth’s surface.

For lower orbits the Earth’s particular shape has to be dmghmore closely. Due to its
rotation the equatorial radius is about.2km larger than the distance of north and south pole.
The resulting shape can be approximated by a rotationgkelli, which is schematically shown
in Fig. 5.4.

Additionally to the oblateness there are further deviatifstom a perfect spherical potential by
inhomogeneous mass distribution. All theskeets are small in comparison to the gravitational
force on the satellite (the oblateness= 21.4km/6378km ~ 0.34% is the most noticeable
deviation), so perturbation theory can be applied to cateuthe &ects of deviations from the
perfectly spherical shape.

For that purpose the description of the Earth’s gravitatiggotential has to be approximated
by a more realistic equation (Flury 1991, Steiner & Schage@l4). The simplified form used in
section 5.2.1 was:

J7i
Vo=-C
0 r

(5.36)

This potential satisfies the Laplace equation, which gdigehalds outside of any body with
arbitrary shape:

V2V =0 (5.37)
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Figure 5.4: The equatorial diameter of the Earth is aboutd@keater than the distance of north
and south pole. Therefore, the shape can be approximatedbbgtional ellipsoid (Walter, 2007).

Expressing th& operator in some kind of spherical coordinates with théudéy and the longi-
tuded

X = I COSyp COSA (5.38)
y =r cospsind (5.39)
Z=rsing (5.40)

yields the following form of the Laplace equation for a gexiguotentialV:

1[0 (,0V 1 0 Y 1 0%V
VAV = | =(rP=+ ——= —|l+——=—1=0 5.41
rz[ar (r (9r)+ COSyp dg (cowa¢)+ cog ¢ 6/12] (541)
A general ansatz for solving thisftgrential equation is the following product:
V(e 1) =R()Pe) L(1) (5.42)
with
R(r) = Ar"+ Br ™! (5.43)
P (¢) = Pam(sing) (5.44)
L (1) = Ccos(mi) + D sin(mi) (5.45)

Due to the conditiotV(c0) = 0 one obtain®\ = 0. The function®,,, are the associated Legendre
polynomials:

dm
Pom(X) = (1= x8)™% =2 Pa(x) (5.46)
with the Legendre polynomials:
_ 1 d 2 n
Pn(X) = T d_x”(x -1) (5.47)
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Table 5.1: Jfrey codficients (from Goddard Earth Model) and Legendre polynonfaisn =
2, 3,4 according to Flury (1991).

Jy - 10° Pn(X)
10826268  1(3x2-1)

~2.5356 Ix(5%2 - 3)

-16234  £(x*-30¢ + 3)

A W NS

equator

Figure %.5: Equipotential surfaces fof(r,) = Vo(r) + Viu(r,¢) = const., withV,(r,¢) =
%31 (%) Pu(sing) = const. (dotted lines) in comparison ¥(r) = -4 = const. (circles) (pic-
tures taken from Steiner & Schagerl 2004 witkdenoting the latitude).

Therefore the Earth’s potential can be written in the form:

1+ i i (%)n Pon (SiN) (Cam COS(MA) + Dy sin(ma)) (5.48)

n=1 m=0

v=-E
r

For the current purpose it isfficient to regard the special case= 0. With this particular choice
the potential can be simplified:

-3, (&)n Pu(sing)

v=-H
r = r

(5.49)

[ee)

where J, = —Cpg. The Jegffrey codficient J = 0 vanishes, as the center of mass of the Earth
coincides with the origin of the coordinate system (Stei&e®chagerl, 2004, p. 120). The
codficients forn = 2, 3,4 taken from the Goddard Earth Model (GEM-10, cf. Flury 199170),
which have been determined by exact measurements of sawlbits, and the corresponding
Legendre polynomials are listed in Table 5.2.5.

In Fig. 5.5 the &ect of the individual spherical harmonics in the expansicth@gravitational
potential is displayed. The cfirientsJ, andJs mainly describe theftects of the oblateness of
the Earth (see Sec. 5.2.7), whereasihterm is caused by asymmetry between the northern and
southern hemisphere.

As discussed in Sec. 5.2.1 fex 1, the relative motion of two point masses is a closed orbit.
Therefore a satellite’s motion around the Earth would béopér in the coordinate systein if
the Earth’s potential had a perfectly spherical and unifonass distribution, i.eV = Vy, as
assumed in Sec. 5.2.2, and if there was no atmospheric drag.

The additional terms fon > 1 in the expansion of the gravitational potential (5.49)wvbwer,
result in a variation of the orbital elements. For exampkytbause a precession of the orbital
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plane around the Earth’s axis, which will be explained belbowcomparison to the gravitational
effects the atmospheric drag mainly results in a continuousctamh of the semimajor axigand

the eccentricitye (Steiner & Schagerl, 2004, p. 18). The influence by the atmosphere does not
exert a conservative force on the satellite and its caliculas mathematically more challenging.

5.2.6 Perturbation theory

In order to calculate the perturbatioffexts on the orbital elements, a system dffedtential equa-
tions for the parameter sed, g, i, Q, w, M) has to be found. The derivation of these equations
affords some mathematicaffert, so the exact procedure will not be presented in this sqe-
cially as it is described in almost any book on orbit caldalz that deals with perturbation theory
(e.g., Steiner & Schagerl 2004, ch. 4 or Flury 1991, ch. 3phaly one obtains the following
Lagrange perturbation equations:

da 2 OW*
T T naam (5.50)
d_e__l—eZaW*+\/1—e26W* (5.51)
dt  nae M nae dw '
di coti OW* 1 OW*
a__ . (5.52)
dt pvVi—e& 0w pna2Vi-esini 02
dQ 1 oW*
== : (5.53)
dt n2V1— sini i
dw V1-e2 oW+ coti oW*
_ = = + - (554)
dt nefe de pxxVi-e O
dM _ 1-€0W" 2 oW (5.55)

dt ~ nde e  na da

These diterential equations describe the temporal change of théabddements due to the per-
turbation potentialWV*, which can be obtained from

W () = V(1) = Vo(r) = D Va(1) (5.56)

n>1

All perturbation forces can be derived from this potentidifter a coordinate transformation
(r,v) — (a,e1,Q,w, M) the perturbation potential can be expressed in terms ofdfiepl orbital
elements:

W(r) - W (a,ei,Q,w, M) (5.57)

With W* the Egs. (5.50) — (5.55) can be used to determine fiteeteof the gravitational perturba-
tion on the orbital elements.

As the calculation of the atmospheric drag is quite challegmglue to the number of parame-
ters for a proper model of the atmosphere, it will not be argld in this thesis. For the explicit
mathematical calculation see Klinkrad (1983) or Liu & Alfiof1979). According to Liu & Alford
(1979) for satellites above 200 km itis a valid approximatio neglect atmospheric drag due to its
magnitude in comparison to gravitationdfexts. Therefore, in the following only perturbations
that are caused by the shape of the Earth’s gravitationahgiat will be considered.

5.2.7 Perturbations due to oblateness

To determine the contribution of thi terms in the expansion of the gravitational potential, one
has to regard the following perturbation potential acaugdd Eq. (5.49) and Table 5.2.5 (Steiner
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Figure 5.6: Trigonometric relations between the inclioafi the argument of perigae:= 0 + w
and the latitude according to Steiner & Schagerl (2004).

& Schagerl, 2004):
_ _ K &)2 1 3y
W, = V2(r, QD) = ; Jz( ; (2 > SII’]2 (%) (558)
It can be shown that sip = sin(w + 6) sini (see Fig. 5.6 and Steiner & Schagerl 2004, p. 124).
Therefore the perturbation potential in terms of orbiteheénts reads:

201 _ 3
_“JZIZ%((:;'_ — (ZZC)ZSQ) (l g’sinzi + grsin2 i cos(d + Zw)) (5.59)

2 4
where the geometrical relation 2 8{fi + w) = 1 — cos(? + 2w) and Eq. (5.21) have been used.

Eq. (5.59) is based on the true anomalinstead of the mean anomally, which is needed
for the Lagrange perturbation Egs. (5.50) — (5.55). As @rplhin Sec. 5.2.3, the Kepler equa-
tion (5.28) cannot be solved with respect&pthus there is no way to expreEsand, thereforeg
analytically in terms oM.

It is possible, though, to apply an averaging process torméie themean perturbation
effects on the satellite’s orbit. The idea is to regard the gafelmotion as a quasi-static Kepler
orbit and average the perturbation potentl over the time intervall that is needed for one
revolution, i.e., one complete orbit around the Earth:

W, =

_ T
W*(a,e,i,Q,w):%f W@ e.i, Q. w. M) dt (5.60)
0

T

Instead of integrating over the timﬁdt one can calculate the integral over the true anomaly for

0
2n

one revolution, i.e.Jde. The integration variabledt anddd are related to each other through
0
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Kepler’s second law (5.14) and the following relations {($te & Schagerl, 2004, p. 126):

a?:
T=2r (5.61)
i

h= \ua(l-e) (5.62)

Therefore the relation between the integration varialdes i

1 1/r\2 do
= dt= ﬁous» g(a) — (5.63)
Using the following integrals (Steiner & Schagerl, 20041p6)
fl+ecos€ fl+ecos€ 0S(@ + 2w) d6 = 0 (5.64)
2r S 1- e2 2r B '
the average perturbation potential can finally be calcdlate
LR 1 7 1 0\(1 3 3
- TN — ecos )( . 5.
Wi =-——22¢_ - = ———sm2|+—sm2|cos(zl+2w))d9
2 aBVio e227r ( 1-¢€? 2 4 4 (5.65)
pRe (13
TB(1- )2 (2 4 S'nz')

The diferential equations for the orbital elements can be obtaired Egs. (5.50) — (5.55) by
evaluating the derivatives:

W 3 pulR2 3 .,

aaZ = SEA_ e (1— Esmzl) (5.66)
OW; 3 R 3 .,

6e2 = EA- @ (1— Esmzl) (5.67)

MWy 3 plRe
oi 2a%(1 - e2)3/2
The remaining three derivatives with respectXpw and M are zero, thus Egs. (5.50) — (5.55)
read:

sini cosi (5.68)

(%‘)Z 0 (5.69)
(‘;_‘:)2 _0 (5.70)
(g_i)z _ 0 (5.71)
(?Tgtz)z gnaéélzRgez)z cos ©72)
(d_‘;’)z _ E%f"i)z (4-5sit) (5.73)
(z_'\t")z - Z%ﬁé)w (2-3sirti) (5.74)
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The index “2” means that the equations describe the changfeeabrbital elements due to the
Jo> terms in the perturbation theory. Of course, additionabythte J, contribution the temporal
change ofM also has a contribution due to the motion of satellite itsdlherefore, the time
derivative forM actually has an extra term= 27/T, which is not a result of perturbation theory,
but anyhow can be combined with (5.74):

Y aM\ < (dM
aM _ L (IM dMm 7
at ”+(dt)2+é(dt)k (®-79)

As the mean perturbation potent@* does not depend of2, w, and M, the three orbital
elementsa, e, andi are independent of time according to Egs. (5.50), (5.519, (&rb2). This
means that they are constant during the entire flight of ttedlisa, if only mean perturbation with
J, contributions is considered. (For higher order pertudsatheory or regardingV* instead of
W, this is not valid.)

Solving the dfferential equations, perturbation theory up to or#gyields (Steiner & Schagerl
2004, p. 128, Keller 2002, p. 28):

Qt) = Qo - §J2—I§gno cosip(t — t) (5.76)
2 g

a@)=w0+§3§§mm4—5g¥kga—m) (5.77)
4 g

M(t) = Mo +

m+———4bJ 2 3sﬁmla—m (5.78)

with ng = /u/a andpg = ag(1 — €3) being the initial values at tim.

Taking a closer look at Egs. (5.76) — (5.78), the méaperturbations cause a slow change of
the three orbital elemenfd, w andM. Additionally to the Keplerian motion of the satellite, the
perturbation terms, e.g., alter the attitude of the orlpitahe in 3-dimensional space, as Eq. (5.76)
describes a precession of the line of nodes along the equdtmh is displayed in Fig. 5.7. The
reason for this #ect is explained in Fig. 5.8: the equatorial bulge exerts@u® on the satellite’s
orbit. Therefore, the angular momentum vector performseagssion around the Earth’s axis,
which means a precessing line of nodes.

Additionally to the precession of the orbital plane, in fiostler perturbation theory the ar-
gument of perigee is not constant any more, and the mean dnismet only changing due to
the mean motiom. However, the change of the orbital elements duétperturbations is much
smaller than the change & caused by the satellite’s mean motion, e.g., the precesditime
line of nodes); is usually of the order of a few degrees per day (see Sec. But).of course,
this efect cannot be neglected for the prediction of a satellitdit over a period of more than a
single revolution.

5.2.8 Secular and periodic variations

The exact calculation of perturbatiofffects is quite dficult due to the non-analytical relation
between the mean anomaly, which is needed for the Lagrange equations (5.50) — (5&%),
the true anomaly and eccentric anomallg respectively, which describe the actual position of
the satellite. This problems can be solved by regarding thitab parameters, e, i, Q, andw

as constant during one revolution and taking the averagarpeation potentialW* by integration
(cf. Eq. (5.60)).
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Figure 5.7: Precession of the orbital plane around the Eadtational axis due to orbit perturba-
tion effects.

0

Figure 5.8: Equatorial bulge exerts a torque on the sasllitrbit (Bate et al., 1971).

This method results in a constant time derivative of thetallglements (5.72) — (5.69). But
due to the motion of the satellite around the Earth, it is eggloto the gravitational potential at
different positions. Therefore, in general the perturbatiderg@lW* is not constant on the orbit.
Actually it can be written as a combination of a mean potéatia some short-term deviations:

W' = W + AW* (5.79)

The periodicity of the satellite’s orbit is transferred hetdeviationsAW*. Therefore the change
of the orbital parameters also has to be split in a constartt pdich was calculated by the
averaging method in section 5.2.7, and additional periodigributions, which are morefticult
to be calculated.

The diferent perturbationfiects can be classified ascular(from the Latin wordsaeculum
which means century) perturbations, long period and sheriog variations (Keller, 2002, p.
26f.). A schematic superposition of thefférent perturbations is displayed in Fig. 5.9.
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long-periodic perturbations
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Figure 5.9: Superposition offlierent perturbation terms on the orbital paramgt@eller, 2002):
the total perturbation is a composition of secular, shaord, lang period &ects.

According to Escobal (1965, p. 361f.) and Kozai (1959), tmglperiod variations are caused
by trigonometric functions of), whereas the short period variations are caused by trigetram
functions of the argument of latitude= w + 8. The diterence in the period of these variations is
caused by the fact that on the satellite’s orbit the true adpis varying much faster between
0 and Z than the argument of perigee, which is mainly changing duetalar variations. The
true anomaly is sometimes referred to aast variable whereas the first 5 Keplerian elements,
namelya, €, i, Q, andw are calledslow variablegLiu, 1974).

The total change of the orbital elementan be qualified as (Escobal, 1965, p. 362):

g = qo + ot — tg) + Ky cos(2v) + Ky sin(29 + 2w) (5.80)

where( is the secular change, alkd andK, are the amplitudes of the long and short period
variations respectively.

5.2.9 Higher order perturbations

In the previous sections (particularly in Sec. 5.2.7) ordptdbutions up tal, have been consid-
ered for the perturbation potentdl = V — Vy. As the higher Jérey codficientsJ,, with n > 2,
are at least about three magnitudes smaller thathere are only very small filerences between
Jo> and higher order perturbation theory, as can be seen in Hig. Sherefore calculations includ-
ing J, contributions are good enough to describe the evolutioheatellite’'s orbit qualitatively
during a short span of time. But for closer examinations arwieate orbit predictions over sev-
eral days, as required for the NRTA, higher order pertudpetineory has to be applied.

The expansion of the gravitational potential given by Eg49% up ton = 4 yields additional
terms with the coﬁicientng, Jz and Js. In this context theorder of the perturbation theory is
commonly defined in the following way: all terms that contaimly first order factors ofl, are
summarized afirst orderterms. The contributions to the perturbation potentiahwa, J3, 0r Js
factors are denoted ascond ordedue to their magnitude (Escobal, 1965, p. 366).

As can be seen from the explicit calculation of the pertuooatontributions, the first order
codficientJ, mainly results in secular and short period variations, whgithe second order terms
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Jg, Js, andJ, have noticeablefBects on long period oscillations of the orbital elements (sezai
1959).

As the determination of the higher order perturbation ébuations is quite lengthy, the results,
which can be found, e.g., in Flury (1991), Klinkrad (1983j\) (1974), or Liu & Alford (1979),
are used in this text without explicit derivation. The egjiliform of these terms is given in
Appendix A. The interested reader may take a look at Broud@b9) or Kozai (1959) for the
relevant mathematical background.

Using the formulas for the time derivatives of the mean att#ementsy (secular+ long
period variations) and the short period oscillatiagwtsfor g € {a, e,i, Q, w, M}, one can calculate
the sef{q(t)} at the required time&from the initial orbital element&yy} atty by integration:

t
qt) =qo + fq dt+ Aq (5.81)
to

In generalq depends on the slow variablese,i,Q andw. The fast variableM is eliminated
from § by using the mean perturbation potentill' instead ofW*. Anyhow, the integration
in Eq. (5.81) cannot be done analytically, as the slow véemlare time-dependent, too. The
numerical solution for this problem is to regard the slowialales as constant over a short time

interval At (e.g.,At ~ 1s) and to perform the integration in an iterative process:

q(t + At) = q(t) + q({q(b)}) - At (5.82)
g(t + At) = q(t + At) + Aq({q(t + Ab)}) (5.83)

Knowingq(t), the position and velocity of the satellitg}) andv(t) respectively, can be calculated
easily using the formulas in Sec. 5.2.3.

5.2.10 Singularities for small eccentricity

Taking a closer look on the perturbation terms in Appendixh&re are some expressions with
the eccentricitye in the denominator. As a result, fer— 0 the corresponding quantities become
singular. For the secular and long period variationsXterms ofw andM are dfected by this
problem.

Considering the actual meaning of these two Keplerian alrlelements, the reason for the
divergences is quite obvious: in the special case 0 the satellite’s orbit is a special kind of
ellipse, namely a circular orbit. As a circle has no peridgkere is no way to define the argument
of perigeew. In the same way the true anomaly becomes undefined. Theydivees ofv'andM
are, therefore, just a mathematical but not a physical problAs the position and velocity of the
satellite are still well defined even on a circular orbit, fuenw + M should be finite foe = 0
(Henrard, 1974).

In fact, the explicit calculation exhibits that ttdg contribution to this sum still contains the
eccentricitye in the denominator. But due to the particular form of the eerator the limit is
well defined: .

L.Lno(w + M)J3 =0 (5.84)
That means that the mathematical description of orbitsgusaplerian orbital elements is inappli-
cable for small eccentricity, and therefore &elient way has to be found to determine the position
of the satellite. Fortunately, small modifications of thedhy introduced above areffigient to
make it suitable even far — 0. There are two similar approaches to avoid divergencesnfiadl
eccentricity and additionally for small orbit inclinatisn The basic idea is a transformation to
a different set of orbital elements, as, e.g., explained by KdZ&b9g) or Lyddane (1963). One
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disadvantage of the presented methods is that the pertrhaatential still is given in Keple-
rian orbital elements. For each calculation step the atem set of orbital elements has to be
transformed back to Keplerian orbital elements to obtagnghrturbation terms for the next step,
which results in additional computation time. A furthemséormation was introduced by Hoots
(1981), which should avoid this transformation problem.

As the orbit of Spectrum-X-Gamma has nearly no eccentittifg important to choose one
of these transformations to avoid divergences at the neadaritegration of the orbital elements
(Egs. 5.82 and 5.83). The inclination bk 30° does not cause any problems. Therefore, the
following transformation, proposed by Flury (1991), wa®stn to handle the low-eccentricity
contributions in perturbation theory. It follows the apach of Kozai (1959) and Lyddane (1963):

h:= ecosw (5.85)
k:=esihw (5.86)
U:i=w+M (5.87)

Here the quantity’ is used instead of the argument of latitude w + 6, as the perturbation term
M is well known in contrary t@. The numerical #ort of this implementation is kept as small as
possible by optimization of the necessary calculations.

It turns out that the limits ofi, k andu’ for e — 0 are indeed finite. Therefore, the calculation
of the perturbation terms for the orbit propagation aceuydio Egs. (5.82) and (5.83) is well
defined for the parameter set, {, Q, h,k, u’). To determine the satellite’s position and velocity
using the formulas in Sec. 5.2.3, the variabiigsandu’ are transformed back ®w andM. The
numerical €ort for this latter transformation is negligible in comsmn to the calculation of the
perturbation termg andAg. In contrast to the method of Hoots (1981) this algorithm giasn
in more detail. Therefore, the negligibl&art for the additional transformation is accepted with
regard to the reliability of the procedure.

The mathematical terms used for the calculation of pertiohatects on this new parameter
set are summarized in Appendix A, as they are not expliciidpldyed in the required form in
any of the references cited above.

5.3 Implementation

The orbit calculation is implemented in a separate progrdnichncreates an orbit file as input for
the measurement simulation. The format of the orbit file iscdbed in Sec. 4.3.5. In order to
obtain the satellite’s position and velocity as exact asibbs, perturbation theory up to second
order, i.e., with contributions frondy, Jg, Js, andJ, has been applied.

For testing purpose a similar algorithm with first order pdsation theory was implemented,
which is based on the formulas in Egs. (5.76), (5.77), anéB{5.Although this algorithm is no
capable of computing small orbit variations, and is, thanef not usable for long term calcula-
tions, the code is quite simple and the satellite’s orbitegt from periodic variations, can be
determined for one or a few revolutions with a limited degvéaccuracy. For the actual simula-
tion second order perturbation theory was applied, so didylatter method is explained in detalil
in the following.

The most important input parameters for the orbit calcotetiare the initial set of Keplerian
orbital elementsdp, €y, i, Qo, wo, M) at the start timéy, the calculated span of time, and the iter-
ation step widthAt. From these values the necessary data for the calculatiobecabtained, and
the iterative computation of the orbit data according togheviously mentioned mathematical
methods is performed.
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Starting with the initial parameter sédo} of Keplerian orbital elements, the iteration step
t — t+Atis performed according to Eq. (5.82) wiftyiven by the formulas in Appendix A.1. The
critical parts ofg that might be divergent fog — 0 and originate especially frody contributions
are calculated in terms of the alternative set of orbitaheletsh, k, u’ and afterwards transformed
back and added to the Keplerian elements, M. More information about this method and the
explicit formulas is given in the appendix. In a similar waythe secular and long period changes
of the orbital elements the short period variations arerdeted according to Eq. (5.83) withq
given in Appendix A.2.

To obtain the orbit over the entire span of time, the previcalsulations are repeated contin-
uously: first the secular and long period iteration of the l€gan orbital elements is performed
({gt)} — {q(t + At)}), then the short period variations are added. The lattes ane only im-
portant for the determination of the satellite’s currensipon, but they do not contribute to the
perturbation termg oOr Aq, i.e., the short period variations have no impact on thelaeou long
period orbit evolution. But, of course, the short periodrteAq are dfected byg.

For the output of the satellite’s position and velocity te tienerated orbit file these quantities
have to be calculated in Cartesian coordinates accordifg$o (5.30) and (5.32). For that pur-
pose the Kepler equation (5.28) has to be solved to obtaiedtentric anomale and finally the
true anomaly. With 6 the position and velocity can be determined by trigonoroeiculations.

5.4 \Verification

Several checks have been performed in order to verify theubwif the orbit propagation algo-
rithm. Besides comparison of the calculated orbits to \&ftmm literature, the program has been
run with parameters of thRossiX-ray Timing Explorer (RXTE) satellite, which is actually in
space, and the resulting data have been compared to theldeailbit files.

5.4.1 Ground track

As the orbit files that are created by the eROSITA orbit pragpiag program have the common
file format, standard orbit visualization tools can be agplio obtain graphical output for the
generated orbits. In order to illustrate the eROSITA orbit # verify the implemented algorithm,
anInteractiveDataL anguage (IDL) routine written by Felix First (Dr.Remeigi®tvarte) was
used to create a picture of the ground track during 2 reaisti It is displayed in Fig. 5.10.

The dfects of perturbation theory are not noticeable for thistgberod, so basically the orbit
consists of two circular revolutions around the Earth. Dughe rotation of the Earth during the
time span of 96 min, which is needed for one revolution, tleigd track is not a closed line.

5.4.2 Change of orbital elements

For the program verification the perturbatiofieets in the orbit determination can be restricted
to J, terms (Sec. 5.2.7). The resulting temporal changes of thieabelements can be compared
with values from literature or with analytically determéhguantities, according to Egs. (5.76) —
(5.78) (see, e.g., Bate et al. 1971, p. 157f., Keller 200294., Flury 1991, p. 75f., Steiner &
Schagerl 2004, p. 128).

The computational results f&xQQ/day andAw/day in Fig. 5.11 can be compared to the ana-
Iytical values obtained from Eqgs. (5.76) and (5.77) as welicathe figures in Bate et al. (1971,
p. 157f.). (In this sectiom\q does not designate a short period perturbation, buffardince in
the parameteq after a specific interval.) The perturbatioffexts for some real satellites given
in Keller (2002, p. 30) can also be reproduced by the orbitwtation program, as shown in
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Figure 5.10: Ground track of eROSITA orbit.

Table 5.2: Comparison of the secular perturbatifieas determined by the calculation program
with the data of real satellites taken from Keller (2002, @).3

satellite  Iridium  Globalstar ICO GPS
alkm] 7158.173 7782.173 16732.173 26562.173
e 0 0 0 0

i[°] 86.4 52 45 55
T [min] 101 114 360 718
Jo perturbations according to Keller (2002)
AQ/day -0.4178 -3.0519 -0.2409 -0.0388
Aw/day  -3.2612 2.2188 0.2556 0.0218
Jo perturbations according to orbit calculation program
AQ/day -0.4178 -3.0574 -0.2409 -0.0388
Aw/day  -3.2612 2.2228 0.2556 0.0218
Jo, J3 + Jg perturbations according to orbit calculation program
AQ/day -0.4165 -3.0585 -0.2410 -0.0388

Table 5.2. These comparisons exhibit a very good agreenfgheaalculated orbit data with
the values obtained from theftirent independent sources. Although odycontributions are
considered in the presented computations, this may anybafirm the correct implementation
of the orbit propagation algorithm.

As pointed out in Sec. 5.2.10, the argument of pergdaes not well defined for orbits with
low eccentricitye ~ 0. For these orbits one has to regard the argument of latituidetead.
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The change of the argument of perigee cannot be calculated for the zero-eccentricity orbits in
Table 5.2 by the second order algorithm, so for second omelturpation theory the corresponding
row for Aw is missing in the table. As first order perturbation theorgitams no leterms, there
are no divergences, and the quantity can be specified for this method.

Taking a closer look at Table 5.2, the data for second ordeuration theory have more
aberrations from the satellite data given by Keller (200@2ntthe first order perturbation theory.
In contrary the comparison of the data of RXTE in Sec. 5.4@Barticularly in Fig. 5.16 exhibits
a better agreement with the second order perturbation ythtban with first order. This fact
suggests that the actual satellite data in Table 5.2 welmphp obtained for onlyl, contributions,
which would explain this discrepancy.

The plots in Fig. 5.12 verify the statement from Sec. 5.8t there is almost no noticeable
difference in the secular change of the orbital elements basé@bsband second order perturba-
tion theory due to the flierence of about 3 magnitudesJnvs. Jz and J,.

5.4.3 Comparison with RXTE

The most obvious way to verify the proper orbit predictiontascompare the calculations of
the algorithm with the actually measured orbit data of a satellite. For this purpose orbit
files of RXTE have been analyzed, and the contained orbitiposiand velocities have been
transformed to Keplerian orbital elements. The RXTE sisels quite suitable for a verification
of this algorithm, because it also has a close Earth arbit 6956 km with a low eccentricity
e~ 0.0008 and an inclination of~ 23°. Therefore its orbit is quite similar to the eROSITA orbit.

The determination of the orbital elements includes pedtioh efects withJ,, J3, and J4
contributions and starts & = 0 Ms. (In this section all time values refert) As the following
Figs. 5.13 and 5.14 show for some of the Keplerian orbitahelets, the actual deviation between
the predicted and the true orbital elements keeps withircea@able range.

The deviations of the semimajor axdse.g., lie in a range a£0.005%, i.e., they are quite neg-
ligible. The right ascension of the ascending nédis also predicted quite precisely. Figs. 5.13
and 5.14 also show that even after a timespan of 88 days the semimajor axsstill is de-
termined quite well, whereas the calculated valu€afeviates from the proper value for about
0.4%.

Although the aberration af2 and also of the remaining angles like the inclination is ejuit
small, the deviations of the individual angles sum up to ssicterable deviation in the calculation
of the actual position. Figs. 5.15 and 5.16 show that theemphted orbit prediction methods
are only applicable over a time span of a few days. Some oéttiegiations may also be caused
by different initial parameter} for the orbit propagation algorithm and the RXTE orbit. The
orbital elements of RXTE are not provided by the orbit filegt bad to be obtained from a fit
to the given orbit. The short period oscillations in the aligte, which are displayed in Fig. 5.16,
also suggest that the fit of the Keplerian elements to thaimarameters of RXTE might have
a better solution. Therefore, there might be a possibititirtprove the agreement of both orbits.
Anyhow the orbit prediction accuracy of abo#80 km over short periods is ficient for the
current purpose of the simulation. For the NRTA, predictioner a longer period are usually not
necessary.
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J, perturbations of Q (e=0)
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Figure 5.11: Secular change of the right ascension of thendétg node and the argument of
perigee respectively per day in dependence on the orbihatan, due to mead, perturbation
theory.

80



CHAPTERS. SATELLITE ORBITS 5.4. VERIFICATION

dQ first vs. second order perturbation theory (height=580 km, e=0.01)
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Figure 5.12: Secular change of the right ascension of thendétg node and the argument of
perigee respectively per day in dependence on the orbibhatn, regarding perturbation theory
with different combinations of fieey codficientsJy.
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Perturbation of the semimajor axis
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Figure 5.13: Comparison of the calculated data to the astraimajor axis of RXTE atty and

after 5 Ms respectively.
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Perturbation of the right ascension of the ascending node
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Figure 5.14: Comparison of the calculated data to the adtylstlascension of the ascending node
Q of RXTE attp and after 5 Ms respectively.
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Figure 5.15: Evolution of the distance between the caledlatnd the RXTE satellite position
during a period of 3 days.
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Figure 5.16: Evolution of the distance between the caledland the RXTE satellite position
during a period of 5Ms. The second order perturbation thé@my been performed twice in
different ways. The first time the calculation of the perturlvateyms was based Keplerian orbit
elements, whereas the second time the variable transfomaccording to Kozai (1959) and
Lyddane (1963) was implemented. The orbit of RXTE has a vergliseccentricity, so the latter
calculation method results in a much better agreement witlactual orbit of the satellite.

84



Chapter 6

Simulation results

This chapter will give some general results obtained froesiimulation. Many data have already
been presented in the context of previous chapters. Edlyestane light curve and spectra mea-
surements are shown in Chap. 4, where the correspondingthige are treated. The data in this
chapter are more general and do not fit into a particularlyaditiee previous chapters.

6.1 PSF #fects

In Sec. 4.2.4 the PSF of the eROSITA mirror system was inteduAccording to Peter Friedrich’s
simulations the PSF has a particular shape and, therefores sharacteristicfiects on the mea-
sured data. This section will present some data from thelation that demonstrate these fea-
tures.

Of course, the energy dependence of the mirror reflectiwtych is displayed in Fig. 4.20,
has an impact on the measurement of source spectra. The lliighphoton energy, the more
photons get lost at the reflection in the mirror system. Famgde, a source spectrum with
constant count rate for theftirent energy bands will result in a measurement with deicrgas
count rate in the higher PHA channels. Thikeet can be actually observed for the simulation
and is displayed in Fig. 6.1.

At the current state of the simulation, the model of the PSE asction oféd andE has a
step function like shape, whereas, of course, the real P&bninuous. The step features in the
simulation are caused the fact, that so far there is no piagepolation for intermediatefaxis
angles or photon energies. As there is only simulated PSFadailable for some discrete values
of § andE (see Sec. 4.2.4), the current model results in the obsetepdinction. This aspect
will be improved at one of the next development steps.

The visualization of a sample data set from a pointed observavith three sources close
the optical axis is displayed in Fig. 6.2. As the measuremexd performed without detector
background noise, theffects of the PSF can be clearly seen in this plot: each of tiee theaks
is extended over several neighboring detector pixels, becktare also several additional events
outside the main peaks due to scattered photons. As the idisgglays a detector section around
the center of the detector, except for some neglegible dpheapeaks are quite sharp due to the
high quality of the eROSITA PSF for on-axis sources.

At the border of the FOV the PSF becomes worse, as can be deacftom Fig. 6.3, which
shows the measured photons for several sources alignedoolingg through the center of the
detector: one parallel to the detector’s y-axis and oneatiabline. The photons on the optical
axis are focused to a very limited number of about 4 pixelsgrels for larger f6-axis angles
the photons are spread over a wide range of several pixelshe detected events are not located
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Figure 6.1: Hect of the energy dependence of the PSF on a measured spéatrarsimulated
on-axis source with flat input spectrum (equal photon coatd for all PHA channels at 1 keV,
4keV, and 7 keV respectively): the absolute detection gritihaof the PSF is reproduced. (For
the displayed measurement an ideal detector has been aksianevith quantumféciency= 1.)
As the mirror properties become worse for higher photongtesy the fraction of photons that are
really imaged onto the detector decreases for higher PHAreHsa. The step function like shape
of the PSF is caused by the fact, that the mirror reflectiomukition has only been performed for
three discrete values; so far. Of course, the real PSF is a continuous functiof arfid E, and
not a step function. The shape of the PSF can be easily imgpitmywéurther simulations or more
complex interpolation for intermediate photon enerdtgs
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Figure 6.2: Sample measurement for a pointed observatitnttiiee sources close to the tele-
scope axis (without detector background noise): the cquertsletector pixel are displayed for a

small section of the detector close to its center. Due to BiIe the three main peaks have a final
extension, and there are some additional single event&leut®e main peaks caused by scattered

photons.
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Figure 6.3: Sample measurement simulation with photomgraiing from several bright sources
aligned on two lines (without detector background noised:white circle marks the FOV and the
red points represent single photon events. The source BrEgse to the center of the detector
are quite sharp, whereas the photons are widely spreaddoresoclose to the border of the FOV.

directly on the vertical and diagonal line respectively.

6.2 Detector dfects

To point out the &ects of the detector response on the measured photon enexgieurce with
a constant spectrum was observed in a long-time pointechaigm. The result is displayed in
Fig. 6.4. Due to the energy dependence of the PSF model thstacdrinput spectrum has a step
function like shape after reflection of the generated photmmthe mirror shells. This property
has been discussed previously in Sec. 4.2.4 and Sec. 6.1.

As the detector response function is not a linear relatiawéen the incident photon energy
and the measured PHA channel, the finally measured spectreren more altered. The EPIC
detector response matrix shown in Fig. 4.24 has significaaiiufes and side peaks for low en-
ergies, and the photons belaw1 keV tend to be measured at lower energy than they actually
had. This additional feature besides the P8Eats can be clearly seen in the finally measured
spectrum in Fig. 6.4.

For higher energies the relation between photon energy a&aduned PHA channel is approx-
imately linear. Therefore, in this region the spectrum obmeged energies is basically equal to
the spectrum of photons after the reflection in the mirrotesys

6.3 Exposure time

In order to point out theféects of the integration time, two detector images can be aoeapin
Fig. 6.5, which have been taken with exposure times of 10 Hs180 ks respectively. The image
with the longer exposure time contains additional sourbas ¢annot be identified in the other
picture. Of course, the background radiation is higher figr longer integration time, but the
logarthmic intensity scale of the pictures also has to bertaito account.
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Figure 6.4: A constant input spectrum of photons is refletigdhe mirror system and finally
measured by the CCD detector according to the RMF of the EPHe. particular properties of
the PSF and the RMF have characterisffees on the spectrum: due to the energy dependence of
the PSF less photons are detected for higher energies thkowier energies. For the latter (with
energy< 1keV) the RMF with its particular features, which are diggld in Fig. 4.24, results in a
shift of some events to even lower PHA channels. THisat can be clearly seen in the spectrum.
The simulation was performed for infinitely small chargeucl®ize, so there are no split events.

The analysis of the detector images may be improved by uslaguate software tools, e.g.,
for subtraction of the background events. But even fromeahssiple pictures one can see the
additional sources that become visible after a longer axjgasme.

6.4 Scanning the sky

The primary goal of the simulation is the generation of evdat for the all-sky survey of
eROSITA. Many of the previously presented results have loé¢ained from pointed observa-
tions of very bright sources, as this situation is more comm@ for measuring, e.g., the light
curve of a source during a longer period. In order to analygewrce spectrum, it is also im-
portant that the source remains at a fixed position in the FOt¥ierwise the spectrum would be
influenced by the position dependency of the PSF, which Heerelint ratios of imaging probabil-
ities for the individual energy bands atidirent d@f-axis angles (cf. Sec. 4.2.4).

But, of course, the simulation is actually designed for thplementation of the all-sky survey.
The pictures in Fig. 6.6 are taken from this scenario andaljsine images of several sources at
particular points of time during the scan over the sky. Thestope axis is moving according
to the satellite’s orbit such that for an observer fixed totdiescope axis the sources seem to be
wandering through the FOV with a velocity of

384 pixel 360
619 96-60s

~ 23 pixel s? (6.1)

This point of view is adopted in the following.
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Figure 6.5: Comparison of fierent exposure times: the left image was taken with an exposu
time of 10ks, the right with 100 ks. The images display thetph@ounts in the individual pixels
for pointed observations in a logarithmic scale. The deteloackground count rate was set to
0.00015 counts's pixel™. Several weak sources that are not visible in the left imagebe seen

in the right one due to the longer integration time.

Observing the highlighted source on its path through the Fel&arly reveals the particular
properties of the modelled eROSITA PSF, which is much shiaptihe center than a the edge of
the FOV (cf. Sec. 4.2.4). This spread can be very well seerngn@-7, too, which is a detector
image taken with an integration time of 60s. Due to this lorgosure time and the motion of
the telescope axis the individual point sources are smearsiipes over the entire width of the
FOV with a particularly wide photon spread at the edges.

The satellite’s orbit has a period of about 96 min and the F@¥ddiameter of 6%, so the
time for a transverse passage of a source through the FOVecdatermined according to

619)° ( 360

-1
tpassage= ( 0 96.60 S) ~ 165s (6.2)

which matches the observed passage time for the highligittedte in Fig. 6.6. Of coursgassage
is a maximum value, only valid for sources passing througtctdnter of the FOV. For sources at
the edge of the FOV the interval of visibility is usually stesr

Regarding the motion of source images on the detector, thkeimentation of the motion of
the telescope axis on the satellite’s orbit during the satoh of the all-sky survey seems to work

properly.
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Figure 6.6: Source wandering through the FOV during thersogrprocess in a simulation of the
all-sky survey. Due to the particular shape of the PSF thg@wdi the highlighted source (marked
with a blue circle) becomes sharper, when it approachesetieicof the detector, whereas at the
edge of the FOV the photons are spread over a wider area dépisearting in the upper left
corner the pictures are taken at tige to + 1.75s,tg + 6.50s,t9 + 7.60s,tp + 12355, and
o+ 14.90s.
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Figure 6.7: Detector image taken with an exposure time of 6@ several very bright sources.
Due to the motion of the telescope axis, the individual sesirare smeared as stripes over the
entire width of the FOV. Close to the center the PSF has a highracy, whereas at the edges

the photons are spread over a wide area.
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Chapter 7

Conclusion

The eROSITA mission is intended to be an extension of thedofROSAT experiment. Its main
destination is a comprehensive source catalog obtaineddroall-sky survey of the X-ray sky.

The simulation for eROSITA, which was developed in the cewfthis work, is a powerful
tool for the simulation of individual photon events obsehxy an X-ray telescope. It provides a
possibility to specify individual source properties likparticular spectrum or a light curve for the
sources in the RASS-FSC or in the catalog of randomly cresgacces. The latter are generated
according to a flux distribution observed in deep surveysadfigular regions of the sky.

The CXRB is simulated by a large number of very faint, disedétray sources. An extension
of the program code for the simulation of extended sourcptaimned as one of the next steps in
the development of the simulation. This is necessary, asS¢ROis also intended to discover
galaxy clusters, which createfflise X-ray radiation in major sections of the sky.

In order to obtain the pointing of the telescope’s FOV alomg $atellite’s orbit during the
all-sky survey, the satellite’s motion is calculated by anitgoropagation algorithm developed for
this purpose. The algorithm includes second order pettioribgheory and is designed for low-
earth orbits with a small eccentricity. The achieved acum@nd agreement with real satellite
data is sfficient for the simulation.

The measurement process of X-ray photons by the telescapéharresulting detection of
single photon events was the main subject of this work. Th@@mentation of this process is
based on realistic models, e.g., of the mirror system andCtBP detector. The corresponding
technical input data are obtained from files with a standedliformat, and can therefore be
modified easily, when more precise data for the propertighefndividual components will be
available in the future.

From the detected events the simulation program creategeam lest similar to the measure-
ment data from other X-ray satellites. This list can be esm&d by standard spectral analysis
software or can be used as input for the NRTA software. Inwlag the latter can be tested on
simulated measurements offérent critical scenarios with, e.g., transient X-ray sesror detec-
tor defects. This verification method is necessary, as aellise data will not be available before
the launch of Spectrum-X-Gamma, but the NRTA has to be fudlgrational at this point of time.

Apart from that purpose the simulation is also applicable égperiments, whether some
particularly weak sources will be visible for the telescopewhether they are overwhelmed by
the background radiation. It is possible to study the imgddhe motion of the telescope axis
on the measured data during the all-sky survey. Due to the fimiegration intervals this motion
will cause a smearing of the sources in the direction of nmotichis dfect has to be considered in
the image reconstruction, and the necessary mathematethbds for the analysis of these data
can be studied by using event lists from the simulation.

So far the basic functions of the telescope can be simulatgeedy by the program. Light
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curves and spectra used as input for simulated observatam$e reproduced from the result-
ing event lists. The implementation of the mirror and theedtetr model have also been tested
separately and seem to work in the right way. Particulagysimulation of the all-sky survey pro-

duces realistic output. Thus the program can be regardedcasssfully verified, and its output

can be used for testing the NRTA.

Of course, there are several aspects in the simulation émalbe implemented in more detail.
For example, the already mentioned implementation of eldérsources is necessary for proper
simulations of photons from galaxy clusters offase galactic radiation. Thisflise X-ray radi-
ation may emerge from major sections of the sky, which ugtnale irregular shapes. Therefore,
the description of this kind of sources is much more chailpghan the simulation of point
sources. The implementation of thdfdse radiation from extended sources is one of the future
steps in the further development of the simulation.

Apart from that there are further improvements to make ftiieces, which have to be con-
sidered in the simulation, more realistic. For example, niagel of the detector background,
which is at the moment implemented by events distributedaary on the entire detector, can
be improved. As the background mainly originates from prstpassing the detector shield, the
resulting events are usually aligned in stripes on the tlmte€his particular property will be in-
cluded in the background model, because it is necessargdiing the background reconstruction
algorithms on the output event lists.

To obtain realistic data, it is also necessary to improveesfly the implemented model of
the PSF. Due to the lack of a proper interpolation algoritemvialues between the fiirent
available discretefb-axis angles and photon energies, the shape of the PSF agtiafuof 6 and
E currently is a step function. Of course, in contrast the R&iF is a continuous function. There-
fore, the model has to be upgraded by designing a bettepoitgion method and by enlarging
the number of availablefBaxis angles and energies with additional PSF simulations.

The image reconstruction itself is an important future stefhe development of the NRTA.
For this purpose many individual aspects like source smgatue the PSF or the telescope mo-
tion, or detector ffects due to the RMF, split events, pileup, or backgroufiidces have to be
considered to obtain a precise image reconstruction freambasured data. Of course, this de-
velopment can be done by using the simulation as test faddit understanding the impact of
these #&ects on the measurement.

At an advanced stage of in the development there will alsodimalation of an entire all-sky
survey. Therefore, the individual aspects of the prograne ha be improved to obtain more
realistic data. As the input of the software is quite flexjlhe simulation may be adapted easily,
when more precise data about the individual telescope coemts is available. For example, orbit
and attitude data according to the real survey pointing gdigncan be used for the simulation of
the whole all-sky survey. In order to achieve this compbétybit is important that the program is
designed according to the current standards of HEAsoft.

Due to this flexibility the simulation can be even modified autipted for dierent X-ray
telescopes than eROSITA. For example, it might also bedsterg to simulate measurements of
the future satellite Simbol-X. These data could be comptrede existing simulation described
by Puccetti et al. (2008), which is based onfatent concept. It should be possible to reconstruct
the imaging and detection properties like the PSF, the AREh@RMF of Simbol-X.

Although many further developments are necessary, withigh degree of flexibility and
compatibility the current eROSITA simulation program israrpising basis for comprehensive
and detailed simulations of the imaging and measurementpsoof X-ray telescopes.
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Appendix A

Orbit perturbations

To calculate a close Earth satellite’s orbit according tmse order perturbation theory (Egs. (5.82)
and (5.83)), the explicit form of the contributiong{q}) and Aq({qg}) for the orbital elements
g€ {ai,Q,h k u} has to be known. Unfortunately most references dealing séttond order
perturbation theory (e.g., Flury 1991, Klinkrad 1983, LRir% or Liu & Alford 1979), use Keple-
rian orbital elementsg € (a, €, i, Q, w, M). Additionally the formulas in some of these references
contain typos, which may have emerged from the lengthy madlieal expressions fay({q})
andAq({q}), thus it is dificult to find a reliable source for the necessary perturbagoms.

In the following an overview over the perturbation conttibas for the transformed param-
eter setd,i, Q, h,k,u) is given, withh, k, andu’ defined by equations (5.85), (5.86) and (5.87)
respectively. The mathematical expressions have been atined from the references mentioned
above. Several typos found in the sources have been eledin&ecause of the lengthy expres-
sions most calculations have been performed Witple (Redfern & Bartram, 1995). But as
Maple uses some inconvenient geometrical transformations glahie calculation, some results
had to be modified afterwards in order to achieve a better atenperformance for running the
implemented orbit propagation algorithm. Finally the cedss tested according toftérent veri-
fication procedures (see Sec. 5.4), but still there is noagiee for the correctness of thétdrent
mathematical expressions. Almost all available referemosmtain more or less discrepancies, so
there is no absolutely reliable source.

As the perturbation terntsandAq are given in terms of Keplerian orbital elemerdasg i, Q, f),

a transformation from the systera, (, Q, h,k,u’) to Keplerian orbital elements has to be per-
formed before the iteration steps (5.82) and (5.83), inotddye able to calculate the changes
of the low-eccentricity orbit parameteasi, Q, h,k, u'. That means, in order to be independent of
the Keplerian coordinates and to avoid this transformatio& formulas in the following sections
A.1 and A.2 have to be rewritten in the new parameter space. cbmputational fort for the
transformation between thefflirent parameter systems is negligible in comparison to ahe c
putation ofg andAq. Therefore, the explicit mathematical transformation gdiaions (A.4) to
(A.28) was not performed in this work.

A.1 Secular and long period

The following contributiong) {{g}) describe the long term evolution of the satellite’s orbétofgar
and long period changes) in second order perturbation ythéoilury (1991), Klinkrad (1983),
Liu (1974) or Liu & Alford (1979)) one can find these perturibat on the set of Keplerian orbital
elements. The simulation deals with the modified parametgpresented in Sec. 5.2.10 in order
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to avoid divergencies, so some transformations have bgdredusingMaple

h= & cosw-esinwo (A.1)
k= ésinw + ecosw o (A.2)
U= w0+M (A.3)

The contributionse, &, andM can be obtained from the given literature. The possiblyrdiset
terms, which are thds contributions, have been summarized in such a way, thag ther no
infinities throughout the numerical calculation of the pasations:

a= (A.4)
= ng( ) sin(2) (14 - 15sir i) € sin(2w)
+ nJ3 (Ee) cosi (4 - 5sirf i) ecosw (A.5)
4
+ é—f’lnh(%‘ sin(2) (6 - 7sirf i) € sin(2w)
2
Q=- gng (%e COSi
- gmﬁ(%) cosi | 7 gwjl—ez—sinzi(g +§ 1—e2)
%(4 +5sirfi) - % (7- 15sirf i) cos(w) (A.6)
3
- gnJg (%) (4-5sirfi) % sinw
4
+ i—gn&;(%) cosi [(4 ~ 7sirfi) (1 + gez) — (3-7sirfi) & cos(&»)]
h= (83,1, COSw — eSINW (©) 3,43, + (h)J3 (A7)
k= (83,41, Sinw + €C0SW (&) 3,43, + (k)J3 (A.8)
W= (@)ge,+ (M), + (1), (A.9)
with
©)3,.3, = — inJg (&)4 sinfi (14— 15sirf i) e(1 - &) sin(2w)
Jo+dg — 32 p
(A.10)

_ ;_gnj4 ( R;)e) sinf i (6 - 7sirf i) e(1 - &) sin(2w)
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2
(@)3+24 = gng(Re) (4-5sirfi)

(M)

(¥),,

Jo+da

)

4
+ %ng(%) [48—1ossir?i + ZTlssin“i +(7— gsinzi - %Ssin“i)ez
+ 6\/1—e2(1— §sinzi)(4—53ir12i)

2 (A.11)

- %(2(14— 15sirf i) sin?i — (28 - 158sirf i + 135sirf i) &) cos(zu)]

4
- ;—2@1(%) [16—6zsir?i +49sirf'i + ;3’1(24—84sir?i +63sirfi) e

+ (sin2 i(6-7sirfi) - % (12-70sirf i + 63 sirf'i) e2) cos(ZU)]
2
1+ :—;Jz(%) (1— gsinzi) 1-¢e

+ ;nJS(%er [(1- gsinz i)z(l— &)+ (!:51 (1— gsinzi + 1—83sin4i)

=n

+ g(l— sir?i + gsin“i)ez + 1—165in2 i (14- 15sirfi) (1— gez) cos(2u)) Vi-e

1 15, 47 ., (3 _ ., 117 4\, 1 .
+Z{3(3—73|n2|+§sm|+(§—53|nzl+?sm |)e2—§(1+53|nzl

_ %sw i)e4) + %sinz i (70— 123sirf i + (56 - 66 sirf i) €) cos(2v)

27 e 1
+ —e*sinti cos(th;)} ]

128 Vi-¢&
(A.12)
= (), cosw — esinw (w)y,
3 (R 1 . .
= —nJg(—) — [—1 — 4€? + 35¢? coS i + 6o + 567 coS(w) (A.13)
8 p/ sini
— 41€? cos(w) CoS i + 406? cos'(w) cos'i — 35¢% cos'i — 5 cod'i
= (&)y, Sinw + ecosw (w)y,
(A.14)

3
=— §nJg (%) ;1m cosg) sinw) (5 - 41codi + 40codi) e

= (@ +(M),,
3 .
:—:—;nJg(%) % 1- \/1—e2+4\/1—e2e2+4e2+c052i(—6+6\/1—e2

- 35e2-24e2@)+cos“i(35e2+5—5x/1-e2+20x/1—e2e2)]

(A.15)
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A.2 Short period

In addition to the long term contributions to the changes$efdrbital elements there are also short
period variations depending on the position of the sagedit its orbit, i.e., basically on the true
anomalyf. Like the long term contributions they are given in terms eplerian orbital elements
according to Flury (1991), Klinkrad (1983), Liu & Alford (¥9). The same transformations have
been applied as for the secular and long periodic contadhbati

2
Aa=+ Jza(%) (?)3 (1 - gsinzi + :—; sir? i cos(2v + 29)) - (1 —~ :—;sinz i) (1 —~ ez)—g/z]
(A.16)
3[R\ e
Al =+ §J2 (F) sin(2) [ecos(&; + 6) + cos(2v + 20) + 3 cos(v + 30)] (A.17)
2
AQ = - §J2(5e) cosi [9 - M +esing — e sin(2w + ) — }sin(Qw + 20) (A.18)
27\ p 2 2
- gsin(2w + 39)] (A.19)
Ah = (A€)finite COSw — €SINW (AW)finite + (AD)g (A.20)
AK = (A€)finite SiNw + €COSW (Aw)sinite + (AK)g (A.21)
AU = (Aw)finite + (AM)finite + (AU")g (A.22)
with
2
(AE)sinite = %JZ (%) (1 - :—23 Sir? i) ge+ 3(1 + %) cosf + gecos(ﬁ)é cos(&?)]
2
+ :—;JZ(%) sir? i (1 + 17‘:]-62) cos( + 6) + % cos(2 — f) + 5ecos(2v + 26)

1 17
+ 3 (7 + Zez) cos(2v + 30) + gecos(zu + 40) + % cos(2v + 50) + ;ecos(zu)]

(A.23)
(Aw)finite = ZJZ(%)Z [(4 — 5sirfi) (0 — M + esing) - Zsinz i sin(?w)]
; gaz(%‘)z (1 - ;sinz i) gsine ; % sin(2) + lizesin(asr)
- ‘—23(1— %SSinzi)sin(ZU+9) - %sinzisin(Qw— f) (A.24)
1

5 . 5.\ . e 19 ., .
-5 (1— > sm2|)3|n(2w +20) - ¢ (1— n SInZI)SII’](Qw + 30)

3 5. . Lo
+3 sirti sin(2w + 40) + 1—e65|n2 i sin(2w + 56)
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2
(AM)iie = — ng (%) Vi-e& [(1 - :—;’ sir? i) (—Z sing + % sin(2) + 132 sin(39))

+ % sirfi (—gesin(Qw +6) - gsin(Qw —-6) - l—ésesin(Qw + 39) (A.25)

3 . e . 3 . 5. .
+ 3 sin(2w + 49) + 5 sin(2w + 59)) -3 sirfi S|n(2w)]

(Ah)o = 4ier (%‘*)2 [(1 ~3cogi) (—1 +(1- e2)3/2) cosw

+ gsinw(lz(l —~3cogi)sing + 6(1- cosi) sin(2w + 6) (A.26)
~ 14(1-cogi)sin(aw + 39))|

(AK)o = — 4%32 (%)Z [(1 ~3cogi) (1 ~(1- e2)3/2)sinw

+ g cosw (12(1 - 3cosi)sing + 6(1 - cos’i) sin(2w + 6) (A.27)
~ 14(1- cogi)sin(2w + 36))|

(AU), = - ier (%)2(1 - @)

8

(A.28)
|(6 - 18cog i) sin — (1 - cog’i) (3sin(2w + 6) + 7 sin(2v + 36))|

To evaluate these expressions, the mean local radargd the true anomaly can be de-

termined according to equations (5.21), (5.24) and (5.2®)gquthe following low-eccentricity
approximation fore according to Flury (1991) p. 80:

E=M+ (e+ %)sinM + %sin(ZM) + ge3 sin(3M) + O(e*) (A.29)

In contrary to the Kepler equation (5.28) this formula gieesumerically less expensive estima-
tion, which is stficient for the current purpose.
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