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Zusammenfassung

Die charakteristischen Spektrallinien sowohl von Übergängen in die K-Schale von astro-
physikalisch häufig vorkommenden Metallen als auch von Übergängen in die L-Schale
von Elementen der Fe-Gruppe liegen im weichen Röntgenbereich mit Photonenenergi-
en zwischen 0.1 und 10 keV. Diese Signaturen stellen eine wichtige Diagnostik dar für
Plasmaparameter wie zum Beispiel die Temperatur und Dichte der im Plasma enthalte-
nen Elektronen und Ionen. Damit bilden diese eine wichtige Grundlage, um jene Phy-
sik zu verstehen, die energetischen Prozessen in astrophysikalischen Quellen zugrunde
liegt. Mit den Fortschritten, die bei der spektralen Auflösung und der effektiven Fläche
der für Beobachtungen im Röntgenbereich verwendeten, satellitenbasierten Instrumente
und Teleskope erzielt werden, wächst die Zahl und Qualität der diagnostischen Möglich-
keiten dieser Spektrallinien. Um jedoch vollen Nutzen aus diesen Diagnostiken ziehen zu
können – sei es durch globales Modellieren der ganzen Bandbreite eines beobachteten
Spektrums oder durch lokale Modellierung, bei der einzelne Linien als Diagnostik heran-
gezogen werden –, ist es wichtig, dass die zugrunde liegende Atomphysik vollständig und
sehr genau bekannt ist. Die nächste Generation von Röntgensatelliten für Spektroskopie
im weichen Röntgenbereich wird Mikrokalorimeter benutzen wie z.B. das SXS auf Astro-
H/Hitomi oder das X-IFU auf Athena. Diese Satelliten werden im Laufe des nächsten
Jahrzehnts hochaufgelöste Spektroskopie mit großer effektiver Fläche über den gesamten
weichen Röntgenbereich hinweg allgemeiner zugänglich machen. Dadurch werden die
Plasmaparameter durch die Analyse der von diesen Satelliten aufgenommenen Spektren
mit einer Genauigkeit ermittelt werden können, die mehr durch die Ungenauigkeit der
atomphysikalischen Referenzdaten begrenzt ist als durch instrumentale Einschränkun-
gen. Für Beobachtungen mit hochauflösenden Beugungsgittern wie dem Chandra-HETG
und dem XMM-Newton-RGS ist die Ungenauigkeit der atomphysikalischen Referenzda-
ten schon jetzt manchmal problematisch. Daher ist es besonders wichtig, die Genauigkeit
der atomphysikalischen Daten festzustellen und diese gegebenenfalls zu verbessern.

Dedizierte Messungen im Labor sind essentiell für die Bewertung von theoretischen Be-
rechnungen, welche den Großteil der in der Astrophysik verwendeten Referenzdaten aus-
machen. Experimente mit den Elektronenstrahl-Ionenfallen (EBIT-I und SuperEBIT) am
Lawrence Livermore National Laboratory stellen eine etablierte Methode für solche Mes-
sungen dar. In dieser Arbeit präsentiere ich neue Messungen mit EBIT für Linienenergien
und für absolute Wirkungsquerschnitte für Anregung durch Elektronenstöße, welche an
aktuell offenem Bedarf an speziellen Referenzdaten ausgerichtet sind.

Zunächst wurden die Energien von Kα-Übergängen in jenen Ionen von Si und S gemes-
sen, welche eine offene L-Schale haben. Dazu wurde das EBIT Calorimeter Spectrometer
(ECS) mit einer spektralen Auflösung von 4.5–5.0 eV verwendet, also mit einer Auflösung
ähnlich des Astro-H/Hitomi -SXS. Während diese Kα-Linien bisher am deutlichsten von
Si und S Ionen in den Spektren einer Reihe von astrophysikalischen Quellen beobachtet
wurden, wird erwartet, diese in Zukunft auch von den Ionen anderer astrophysikalisch
relevanter Elemente zu detektieren. Die bei EBIT gemessenen Linienzentren haben eine
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Unsicherheit von ® 0.5 eV im Falle der stärkeren Spektrallinien und von ® 1 eV im Fal-
le der schwächeren Linien. Diese Unsicherheit entspricht einer Dopplerverschiebung von
weniger als 90 km s−1 und ist damit besser als die Unsicherheit der Wellenlängenkalibrati-
on des Chandra-HETG. Die gemessenen Linienzentren wurden mit Hilfe von Berechnun-
gen mit dem Flexible Atomic Code (FAC) identifiziert und ausserdem mit diesen und Be-
rechnungen von Palmeri et al. (2008) verglichen. Die Auswirkung unserer Messungen auf
die Interpretation astrophysikalischer Spektren wurde anhand von Neuberechnungen der
Dopplerverschiebungen in den Spektren der massiven Röntgendoppelsternsysteme Vela
X-1 und Cyg X-1 gezeigt. Des Weiteren wurden die mit dem ECS erzielten Messergebnis-
se mit Hilfe des hochauflösenden, abbildenden und fokussierenden Kristallspektrometers
EBHiX anhand der Kα-Linien in N- bis Li-artigen S Ionen verifiziert. Die Messung mit dem
Kristallspektrometer hat eine spektrale Auflösung von bis ∼ 0.52 eV und eine Unsicher-
heit von ® 0.2 eV. Dies entspricht einer Dopplerverschiebung von < 30km s−1 und erfüllt
damit die Anforderungen des geplanten Athena Röntgensatelliten.

Als zweites wurde das EBHiX Kristallspektrometer verwendet, um die Kα-Übergänge von
Fe Ionen mit offener M-Schale zu messen, welche in einem engen Energiebereich um
6.4 keV stark üeberlappen. Der Beitrag dieser Ionen zum 6.4 keV Linienkomplex ist inter-
essant für transiente Plasmen wie jenen in Supernovaüberresten. Eine einfache Berech-
nung der Linien in Cl- bis F-artigem Fe mit FAC deutete darauf hin, dass eine spektrale
Auflösung von 2 eV ausreichend sein könnte, um zumindest die Hauptkomponenten jedes
Ions aufzulösen. Dies konnte jedoch bisher nicht bestätigt werden, obwohl die Auflösung
dieser Messung diejenige von vorherigen Messungen übertraf.

Als drittes wurden die absoluten Wirkungsquerschnitte für die Anregung der Linie w in
He-artigem Fe und der Linien Lyα1 und Lyα2 in H-artigem Fe durch Elektronenstöße
für verschiedene Elektronenenergien und Ladungsgleichgewichte gemessen. Diese Wir-
kungsquerschnitte werden auf eine absolute Skala gebracht, indem der gemessene Fluss
der stoßangeregten Linien auf den gemessenen Fluss des Spektrums von radiativer Re-
kombination (RR) im gleichen Ion normalisiert wird. Dabei wurde das Spektrum der
stoßangeregten Linien mit den ECS-Pixeln für niederenergetische Photonen aufgenom-
men und das der RR mit den dickeren ECS-Pixeln für hochenergetische Photonen mit
einer Auflösung von etwa 30 eV. Letztere haben es zum ersten Mal ermöglicht, die spek-
tralen Signaturen der RR in die n = 2 Schale von Fe Ionen mit offener L-Schale für
Elektronenenergien zu messen, die ausreichend hoch sind für die direkte Anregung von
Elektronen aus der K-Schalen von Fe Ionen. Die gemessenen Wirkungsquerschnitte ha-
ben eine Unsicherheit auf dem 10% Niveau und erfüllen damit die Anforderungen, die
von der astrophyiskalischen Gemeinschaft gestellt wurden. Die Bewertung von theore-
tischen Wirkungsquerschnitten auf diesem Niveau verbessert die Genauigkeit wichtiger
Diagnostiken, wie zum Beispiel die Messung von Elementhäufigkeiten oder resonanter
Streuung in den hochaufgelösten Spektren des Galaxienclusters Perseus, welche mit dem
Hitomi -SXS aufgenommen wurden.

Zuletzt wurde noch das EBHiX Kristallspektrometer unter der Verwendung verschiedener
Quartzkristalle evaluiert und die Temperatur der in EBIT gefangen Ionen aus der mit dem
EBHiX gemessenen thermischen Linienverbreiterung abgeleitet. Die Möglichkeit, EBHiX
für Messungen des Polarisationsgrades der in EBIT erzeugten Strahlung zu verwenden,
wurde anhand der Polarisation der Lyα1 Linie in H-artigem Mn gezeigt.
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Abstract

K-shell transitions in astrophysically abundant metals and L-shell transitions in Fe group
elements show characteristic signatures in the soft X-ray spectrum in the energy range
0.1–10 keV. These signatures have great diagnostic value for plasma parameters such as
electron and ion temperatures and densities, and can thus help understand the physics
controlling the energetic processes in astrophysical sources. This diagnostic power incre-
ases with advances in spectral resolution and effective area of the employed X-ray ob-
servatories. However, to make optimal use of the diagnostic potential – whether through
global spectral modeling or through diagnostics from local modeling of individual lines
– the underlying atomic physics has to be complete and well known. With the next gene-
ration of soft X-ray observatories featuring micro-calorimeters such as the SXS on Astro-
H/Hitomi and the X-IFU on Athena, broadband high-resolution spectroscopy with large
effective area will become more commonly available in the next decade. With these spec-
trometers, the accuracy of the plasma parameters derived from spectral modeling will
be limited by the uncertainty of the reference atomic data rather than by instrumental
factors, as is sometimes already the case for the high-resolution grating observations with
Chandra-HETG and XMM-Newton-RGS. To take full advantage of the measured spectra,
assessment of the accuracy of and improvements to the available atomic reference data
are therefore important.

Dedicated measurements in the laboratory are essential to benchmark the theoretical cal-
culations providing the bulk of the reference data used in astrophysics. Experiments at the
Lawrence Livermore National Laboratory electron beam ion traps (EBIT-I and SuperEBIT)
have a long history of providing this service. In this work, I present new measurements of
transition energies and absolute electron impact excitation cross sections geared towards
currently open atomic physics data needs.

First, I measured the energies of Kα transitions in L-shell ions of Si and S at EBIT using
the EBIT calorimeter spectrometer (ECS) with 4.5–5.0 eV resolution, i.e., a similar reso-
lution to the Astro-H/Hitomi SXS soft X-ray spectrometer. While these lines will become
interesting also for L-shell ions of other astrophysically abundant elements, they have
been observed most prominently from L-shell ions of Si and S in the X-ray spectra of a va-
riety of astrophysical sources. The measured line centers have an accuracy of ® 0.5 eV for
the strong transitions and ® 1 eV for the weaker ones. This accuracy translates to Doppler
shifts of less than 90 kms−1, i.e., less than the calibration uncertainty of the Chandra high-
energy transmission gratings. The measured line centers are identified with my own cal-
culations with the Flexible Atomic Code (FAC) and compared to these and calculations by
Palmeri et al. (2008). I demonstrate the impact of these measurements by re-evaluating
Doppler shifts for the high-mass X-ray binaries Vela X-1 and Cyg X-1 with the new re-
ference data. Using the high-resolution, imaging focusing spherical crystal spectrometer
EBHiX with a quartz 101 crystal, I verified the results from the ECS measurements on Kα
transitions in N- through Li-like S. The measurement has a spectral resolution of better
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than 0.52 eV. The derived transition energies have an accuracy of ® 0.2 eV, corresponding
to Doppler shifts of < 30km s−1, i.e., within the requirements set by the planned Athena
X-ray observatory.

Secondly, I used the EBHiX crystal spectrometer with a quartz 110 crystal in second
order to measure the strongly blended Kα spectra of M-shell Fe ions around 6.4 keV.
Contributions to the 6.4 keV line complex from these ions are important for transient
plasmas such as those in supernova remnants. While a simple FAC model of Cl- through
F-like Fe suggested it should be possible to resolve major contributions from different
charge states to this complex at a 2 eV resolution, the data did not allow us to identify
any new lines, although the spectral resolution of this measurement was higher than in
previous experiments.

Thirdly, I measured absolute electron impact excitation (EIE) cross sections for He-like
Fe line w and H-like Fe Lyα1 and Lyα2 at different electron energies and charge balances.
The cross sections of the direct excitation lines are brought to an absolute scale by norma-
lizing to the radiative recombination (RR) spectrum of the same ion. The direct excitation
spectrum was measured with the low-energy pixels of the ECS with a spectral resolution
of about 6 eV, while the RR spectrum was recorded with the ECS’s thicker high-energy
pixels with instrumental resolution of about 30 eV. The high-energy pixels thus allowed
us, for the first time, to resolve the RR into the n = 2 shell of L-shell Fe ions at electron
impact energies high enough to excite a K-shell electron in Fe ions. These measurements
of absolute EIE cross sections using the ECS microcalorimeter at EBIT have accuracies
on the 10% level, and therefore fulfill the requirements on atomic reference data identi-
fied by the astrophysics community. Benchmarking theoretical cross sections on this level
tightens the constraints on important diagnostics for, e.g., elemental abundance measure-
ments and resonance scattering in the high-resolution X-ray spectra of the Perseus galaxy
cluster observed with Hitomi -SXS.

Finally, the performance of the EBHiX crystal spectrometer at EBIT was evaluated for
various quartz crystals and the ion temperatures of the ions trapped in EBIT were derived
from thermal line broadening measured with EBHiX. The EBHiX’s capability to measure
the degree of linear polarization for X-ray transitions excited in EBIT was demonstrated
for the H-like Mn Lyα line.
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It has been shown that each element has its own
characteristic fluorescent line spectrum in X-rays.
This is very conveniently represented as is a
spectrum of ordinary light, except that without a
knowledge of the wave-length we are obliged to
define the radiations by their absorption in some
standard substance.

Barkla (1911)

1 Introduction

X -RAYS, or Röntgen rays, were discovered in late 1895 by Wilhelm Conrad Röntgen
(1895). Röntgen was studying cathode rays – a stream of electrons traveling be-
tween two electrodes in a vacuum tube, but only identified as a new subatomic

particle by Thomson (1897). To block visible light from fluorescence in the cathode ray
tube during his experiments, Röntgen wrapped the vacuum tube with black cardboard.
Although he had verified that no visible light could escape from the covered tube, a
nearby fluorescent screen shimmered during each discharge of the tube. While similar
effects had been observed before in experiments with these cathode ray tubes, Röntgen
was the first to conclude that an unknown kind of radiation – he dubbed it X-radiation –
might be causing the fluorescence. He immediately set out to study these rays in more
detail. By holding materials of various thicknesses and densities between the cathode
ray tube and the screen, he found that, like cardboard, most of the tested materials are
transparent to these X-rays to some degree. In accordance with these findings, he even
took an X-ray image of a hand, where the soft and calcified (bone) tissues cast shadows
of different intensity. The ability to take images of the skeleton inside a living human
would soon revolutionize medicine, but in Röntgen’s first report (Röntgen, 1895) it was
merely an item in a long list of tested materials.

Soon, X-rays were the new hot topic in physics research. Similar to visible light, at first
it was unclear if X-rays consist of electromagnetic waves or particles (called corpuscles;
Compton & Allison, 1935). If they were a form of electromagnetic radiation, it was
expected that they can be diffracted similar to visible light. Early experiments on X-ray
diffraction with a slit by Haga & Wind (1899) and Haga & Wind (1903) concluded that
the X-ray wavelengths would have to be on the order of 10−8 cm (∼ 1Å). These findings
were dismissed by Walter & Pohl (1908), who argued based on their own experience
that Haga & Wind (1899)’s results were due to non-uniformities in the photographic
plates used rather than actual diffraction. In their own slit experiments they did not find
clear evidence for diffraction and concluded from the slit width used that λ < 0.1µm
(< 1000Å; Walter & Pohl, 1908) and, after refining their slits, λ < 1.2 · 10−9 cm (< 0.12Å;
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Walter & Pohl, 1909), if X-rays were indeed diffracted. This order of magnitude is close
to estimates by Wien (1907) and Stark (1907), who used Planck’s law (Planck, 1900a,b)
to derive λ≈ 6–20 · 10−9 cm (≈ 0.6–2Å). Both Haga & Wind and Walter & Pohl analyzed
their photographic plates visually with the aid of a microscope. Koch (1912) developed a
photometric method to analyze the intensities of photographic plates. Using this method,
Sommerfeld (1912) re-examined the very plates from Walter & Pohl (1909) and found
clear evidence for diffraction, leading to λ ≈ 4 · 10−9 cm, in better agreement with the
predictions from Planck’s law. A common material for the target in cathode ray tubes
was platinum. The characteristic X-rays of Pt fall into the range of 9–13 keV or 0.9–
1.4 Å (Thompson et al., 2009), confirming these early measurements. Barkla (1911), in
a culmination of his work from previous years, showed that each material emits X-rays
characteristic for its elements as a result of X-rays of higher energy scattering in gases.

Around the same time, based on crystal density, Max von Laue estimated the spacing of
atoms in the crystal lattice to be on the order of 10−8 cm. With X-ray wavelengths around
10−9 cm he therefore expected to use X-ray diffraction as a new tool to do crystallography,
which was confirmed experimentally by his colleagues Friedrich & Kipping (Friedrich
et al., 1913). Bragg & Bragg (1913) picked up on this discovery and built the first X-
ray spectrometer (see also Chapter 5). The question of the wave versus particle nature
of light was finally settled when Einstein (1905) suggested the wave-particle duality of
light where waves of frequency ν are associated with photons of energy Eγ = hν, with h
Planck’s constant, to explain that some experiments were evidence for a particle nature
of light, while other experiments showed wave characteristics. His idea, however, was
not widely accepted until measurements of scattering of X-rays by Compton (1923), long
after detailed experiments on the photoelectric effect by Millikan (1914) had confirmed
Einstein’s equation (much to Millikan’s dismay).

1.1 Outline

The remainder of Chapter 1 introduces X-ray astronomy and the development of spec-
tral resolution of space-borne X-ray observatories. The field of laboratory astrophysics,
specifically pertaining to atomic physics, is introduced, which provides astronomers with
the tools and reference data to analyze and interpret their observations. Atomic data
needs, i.e., missing reference data and open questions about the accuracy of available
data, are outlined in general and specifically on the examples of astrophysical objects
relevant to measurements presented in this work: the high-mass X-ray binaries Cyg X-
1 and Vela X-1 for reference energies of K-shell transitions in L-shell ions of Si and S,
and other astrophysically abundant elements; the transient plasmas of supernova rem-
nants for the energies for the heavily blended K-shell transitions in M-shell Fe ions; and
the Perseus galaxy cluster for collisional excitation cross sections of K-shell transitions in
highly charged Fe. Chapter 2 summarizes atomic physics theory relevant for this work,
including the nomenclature used in the description of spectral lines, the framework for
atomic structure calculations and the various available relativistic and non-relativistic ap-
proximations in calculations, thermal Doppler broadening, and the correction terms for
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the spatial distribution for emission of linearly polarized radiation. Chapter 3 explains
the working principle of electron beam ion traps and lists injection methods and spec-
trometers available at the LLNL EBITs. In Chapters 4 and 5 two of these spectrometers
used for this work are discussed in detail. Chapter 4 describes the operating principle
and pulse height analysis of microcalorimeters, the specifications of the EBIT Calorimeter
Spectrometer, ECS, and the effective area, gain calibration, and spectral resolution of the
ECS. The high-resolution imaging spherical crystal spectrometer EBHiX is explained in
Chapter 5, detailing the geometry of Bragg’s law and of the reflection characteristics of
spherical mirrors and the von Hámos and Johann geometries. This is followed by a de-
scription of the EBHiX spectrometer specifications and its performance at EBIT, including
a proof of concept for the use of EBHiX for polarization measurements at EBIT based
on the example of H-like Mn Lyα1. Chapter 6 presents ECS measurements of the ener-
gies of Kα transitions in L-shell ions of Si and S and the direct application of these new
reference energies to calculate Doppler shifts for these lines in X-ray spectra of Vela X-1
and Cyg X-1. A repeat measurement of the S spectrum with EBHiX at higher resolution
confirms the ECS measurement. Upcoming new high-accuracy wavelength calculations
with the MRMP code, similar measurements for Kβ transitions of the same ions, and mea-
surements for additional elements are discussed as next steps of this project. Chapter 7
gives an overview of existing wavelength measurements of Kα transitions in Fe ions, fol-
lowed by a renewed effort to resolve the heavily blended transitions in M-shell Fe ions
using EBHiX. Chapter 8 introduces the theory behind cross sections, explains the mea-
surement approach and spectrometer requirements for normalizing the direct excitation
cross sections to the well known radiative recombination cross sections, and summarizes
the available theoretical reference data relevant for the experiment. An overview of the
experimental setup and measured datasets is given and preliminary results for measured
electron impact excitation cross sections of He-like Fe line w and H-like Fe Lyα1 and
Lyα2 at several electron impact energies are presented. Again, next steps for this project
are discussed at the end of the chapter. Finally, Chapter 9 summarizes the results and
outlooks of the previous chapters.

1.2 X-ray Astronomy

While X-rays played a big role in fields like medicine and crystallography, X-ray astronomy
had to wait for the advent of space programs. The Earth’s atmosphere is opaque to X-rays,
prohibiting useful observations with ground-based X-ray observatories. Nevertheless, ce-
lestial X-ray sources have been predicted about a decade before the first space missions1.
Around 1938, Hulburt (1938) and, more strongly, Vegard (1938) proposed X-rays origi-
nating from the sun as the source of ionization in the Earth’s ionosphere, the upper region
of our atmosphere. While the X-ray flux of a black body with 6000 K surface temperature
is not strong enough to support this theory, around the same time it became evident
that the solor corona is orders of magnitude hotter than the solar surface – hot enough

1for a timeline of milestones in high-energy astrophysics see, e.g., https://heasarc.gsfc.nasa.gov/
docs/heasarc/headates/heahistory.html
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to be an abundant source of X-radiation. Grotrian (1931) proposed that the observed
smearing of Fraunhofer lines in solar spectra is due to scattering off of free electrons in
the corona and that certain emission lines can be attributed to forbidden transitions in
highly charged ions. Both effects require high plasma temperatures, but Grotrian did
not yet draw this conclusion (Peter & Dwivedi, 2014). Similarly, Edlén (1943) identified
forbidden lines from highly charged ions and derived a coronal temperature of 0.25 MK
from their intensity. But Alfvén (1941) was the first who realized the full impact of the
solar corona being hot (Peter & Dwivedi, 2014), summarizing six arguments supporting
the conclusion and deriving a temperature of 1 MK, which falls well into the range of
currently derived values (e.g., De Pontieu et al., 2011).

1.2.1 X-ray Observatories

The first direct observation of celestial X-rays was by a photographic plate mounted be-
hind a Be window to block light at longer wavelengths than X-rays, flown on a V-2 rocket
by the US Naval Research Laboratory (NRL) in 1948 (Burnight, 1949). A second V-2
flight using thermoluminescent phosphor also shielded by a Be window confirmed the
observation (Tousey et al., 1951). Although neither mission had spatial resolution to
confirm the theory, the Sun was believed to be the source of the observed signal. This
was confirmed with another V-2 rocket flight that carried a photon counter tube and was
capable of rolling the rocket around its axis in flight: the observed modulation of signal
intensity clearly correlated with the Sun’s position in the sky (Friedman et al., 1951).
The first two X-ray satellites Vanguard 3 and Explorer 7, both launched in 1959, suffered
from large background signal due to the van Allen belts and did not detect X-rays. The
spatial resolution and sensitivity of X-ray detectors on subsequent rocket flights, however,
improved such that in 1962 an Aerobee 150 rocket discovered the first cosmic (extra so-
lar) X-ray source, the low mass X-ray binary Sco X-12 and the diffuse X-ray background
(Giacconi et al., 1962). A few more sources were discovered by rocket flights until the
first successful X-ray observatory, Uhuru, was launched in 1970 (Giacconi et al., 1971),
adding another 339 objects to the growing list of X-ray sources (Forman et al., 1978).
Subsequent missions set out to discover even mores sources: e.g., HEAO-1, launched
in 1977, found more than 1000 sources (Levine et al., 1984; Wood et al., 1984; Nu-
gent et al., 1983) and ROSAT, launched in 1990 (Trümper, 1982; Trümper et al., 1991),
cataloged more than 200 000 sources (Voges et al., 1999). These all-sky surveys were
usually equipped with some form of proportional counters with very low intrinsic en-
ergy resolution of E/∆E < 10, as cosmic X-ray sources are typically faint with fluxes of
∼ 10−3 photons cm−2 s−1 or less (Paerels & Kahn, 2003).

These observations only allowed qualitative analysis of the overall continuum shape but
not discrete spectral features (Paerels & Kahn, 2003, see Fig. 1.1 for minimum spectral
resolution required for some of these features). But in parallel, instead of simply search-
ing for more X-ray sources, the focus shifted to spectroscopy (Beiersdorfer, 2003). While
the first X-ray telescope was mounted on the US space station Skylab in 1973 (Vaiana
et al., 1977; Underwood et al., 1977), the HEAO-2/Einstein observatory (Giacconi et al.,

2the first X-ray source detected in the constellation Scorpius
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kT=1 keV)

Figure 2. Resolving power of the ASTRO-H SXS as a function of X-ray energy for the two cases, 4 eV resolution (goal) and
7 eV (requirment). The resolving power of high resolution instruments on board Chandra and XMM-newton and typical
resolving power of X-ray CCD cameras are also shown for comparison. The typical energy separations between K emission
of H-like and He-like ions (∆H−Helike) and between resonant and inter combination lines of He-like ions (∆Res.−I.C(Helike))
are shown with broken lines, while the emission energies are shown at the bottom of the panel. The broken line denoted
with “Ion thermal motion” is the line broadening due to thermal motion of ions in a kT = 1 keV plasma. The broken
lines indicated with “100 km/s” and “100 km/s (100 photons)” are, respectively, the doppler shift by a bulk motion of
the velocity and a typical detection limit with 100 photons in photon-statistics limit, i.e.continuum emission and non
X-ray background are negligible. The dot-dash line denoted with “1 eV” shows the line shift/broadening detection limit
determined by 1 eV energy-scale or line-spread-function calibration uncertainty. (Color on-line)

more than 100 photons per line for He-like ions of Ar or heavier atoms. A similar argument is valid for line
broadening where line-spread-function uncertainty limits the detectability instead of energy-scale uncertainty.
From Figure 2 we find that thermal broadening of Fe-K line would not be detected for a 1 keV plasma (43 km
s−1). However, if kT = 10 keV (130 km s−1), it should be possible to detect this with sufficiently high statistics.

In Figure 3, we show a simulation spectrum for the central region of Centaurus cluster of galaxies. The SXS
cannot resolve spatially the central structure of the intra cluster medium (ICM) of the cluster spatially (left top
panel of the fitgure). However, it will resolve the fine structure of emission lines and thus macroscopic motions of
the ICM down to a speed of a few 100 km s−1 by the doppler shift of the line center and/or the line broadening.

3. SXS SYSTEM

In Figure 4 , we show the block diagram of the ASTRO-H SXS X-ray calorimeter spectometer (XCS) system.
The main responsibilities of international partners are indicated with national flags. On the left of the diagram
is the cryogenic Dewar whose outer shell is connected to radiators with heat pipes in order to remove the heat
generated by the mechanical coolers. The microcalorimeter array is mounted inside the detector assembly (DA)
and cooled to 50 mK by the adiabatic demagnetization refrigerator (ADR). The ADR are pre-cooled by superfluid

Figure 1.1: Resolving power of various satellites, taken from Mitsuda et al. (2010), Fig. 2.

1979), launched in 1978, was the first fully imaging orbiting X-ray telescope. It was also
the first X-ray observatory featuring instrumentation for high-resolution spectroscopy, in
the form of a crystal spectrometer with E/∆E ≈ 50–1000 in the 0.42–2.6 keV energy band
and a grating spectrometer with E/∆E ∼ 50 below 3 keV, but with very small effective
area. The US/Japanese mission ASCA (Tanaka et al., 1994), launched in 1993, was the
first observatory to use a Charged Coupled Device (CCD) detector in X-ray astronomy and
demonstrated the power of line spectroscopy (Paerels & Kahn, 2003). Despite a still mod-
erate resolution of E/∆E ≈ 20–50 (as for observatories equipped with CCD cameras that
followed), the CCD resolving power was an order of magnitude better than that of the
previously used proportional counters (Paerels & Kahn, 2003). While spectral features
could clearly be identified with regions of line emission, their analysis was only possible
with comprehensive plasma models (Paerels & Kahn, 2003).

XMM-Newton (Jansen et al., 2001) with its low-energy reflection gratings RGS (0.35–
2.5 keV, E/∆E ∼ 200–800; den Herder et al., 2001) and Chandra (Weisskopf et al.,
2002) with the low- and high-energy transmission gratings (LETG: 0.08–6 keV, E/∆E ∼
30–2000; HETG: 0.5–10 keV, E/∆E ∼ 60–1000; Brinkman et al., 1987; Canizares et al.,
1987, 2005; Markert et al., 1994) have provided the first high-resolution spectroscopy
with sizable effective area. Both satellites also have CCD detectors for imaging on board
(the Advanced Imaging Spectrometer ACIS on Chandra, Garmire et al., 2003, and the
European Photon Imaging Cameras EPIC on XMM-Newton, Strüder et al., 2001, Turner
et al., 2001), providing E/∆E ∼ 20–50 resolving power3. While both satellites are still

3Other satellites with resolving powers on this level are Suzaku and NuSTAR. Both of these extend the
observable energy range far beyond 10 keV. Suzaku (Mitsuda et al., 2007) features four CCD cameras
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operational and expected to continue operations upwards of another decade, the grating
spectrometers are impractical for very faint and for extended sources. The next gener-
ation of X-ray observatories will overcome these restrictions with even larger effective
areas, i.e., higher sensitivity, and high-resolution energy-dispersive spectrometers (mi-
crocalorimeters, see also Chapter 4), for example the Astro-H/Hitomi observatory4 in
2016 (Takahashi et al., 2010; Takahashi et al., 2016) and the Athena observatory with a
planned launch in 2028 (Nandra et al., 2014; Ravera et al., 2014). Figure 1.1 shows a
comparison of the energy-dependent resolving powers of current and future space-born
X-ray spectrometers. Below ∼ 2 keV, microcalorimeters with ∼ 4 eV resolution will not
constitute a leap in resolution. But for the Fe K region around 6 keV they bring unprece-
dented resolving powers, as currently the HETG on-board Chandra has barely twice the
resolving power of a CCD detector at the price of much lower effective area. Moreover,
for the first time high-resolution spectroscopy will be possible for extended sources like
supernova remnants and clusters of galaxies.

Overall, the sensitivity and spatial resolution of current space-borne X-ray observatories
are comparable to those of ground-based instruments in the visible part of the spectrum
(Kallman & Palmeri, 2007). The highest spectral resolutions achieved to date are the
gratings below 2 keV and of the few microcalorimeter spectra taken by Hitomi in the Fe
region (Fig. 1.1).

1.2.2 X-ray Emitting Plasmas in Space

Classical physics can grossly be classified in two categories: theories describing and exper-
iments testing our understanding of the Universe. In astronomy, however, the experimen-
talist’s role is reduced to that of an observer. We cannot influence the physical parameters
of celestial objects and it is not possible to isolate individual physical processes for exam-
ination. To test a new theory, sources have to be found which are either consistent or
contradictory to the predictions of theory. Observing photons originating in distant cos-
mic sources is (almost) our only access to studying and understanding the universe. It is
therefore of paramount importance to understand the physical processes underlying the
production of these photons in order to interpret the physical environment of the cosmic
sources (Beiersdorfer, 2003; Savin et al., 2012). Photons carry a wealth of information:
the number of photons (intensity), changes in intensity over time (lightcurves), and the
number of photons as a function of photon energy (spectral distribution), combined or
individually, make it possible to paint amazingly accurate pictures of the evolution of the
universe and its constituents.

We observe the universe in every wavelength band of the electromagnetic spectrum,

(X-ray Imaging Spectrometers XIS; Koyama et al., 2007) covering the 0.2–12.0 keV band and a collimated
Hard X-ray Detector (HXD; Takahashi et al., 2007) covering 10–600 keV. The X-ray Spectrometer (XRS)
microcalorimeter on-board unfortunately was lost at the very beginning of the mission (Kelley et al.,
2007). NuSTAR uses CdZnTe semiconductor detectors (E/∆E ∼ 25–75) covering the 3–79 keV band
(Harrison et al., 2013).

4This mission was unfortunately very short-lived and could observe only a handful of objects, but the
stunning quality of these few spectra (Hitomi Collaboration et al., 2016) gives an exciting new glimpse
into the future of X-ray astronomy.
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where each band has its own diagnostic utility. Many cosmic sources exhibit very en-
ergetic processes (e.g., supernovae, shocks, accretion of matter onto compact objects)
leading to the presence of highly ionized material in their environment. Characteristic
spectral signatures of highly charged ions of astrophysically abundant elements (up to
Z ≈ 30) fall into the energy band of 0.1–10 keV, often referred to as the soft X-ray band.
Soft X-ray spectroscopy is therefore ideally suited for plasma diagnostics.

Most astrophysical plasmas can be classified either as coronal or as photoionized plasmas.
Both types of plasmas have their own characteristics. In coronal plasmas, where elec-
tron densities typically are in the range ne ≈ 108...13 cm−3 (Beiersdorfer, 2003), collisional
equilibrium is dominated by collisions of the ions with electrons, i.e., the charge balance
is determined by these electron-ion collisions (Paerels & Kahn, 2003; Kallman & Palmeri,
2007; Smith & Brickhouse, 2014). The electrons typically have a thermal (Maxwellian)
energy distribution and the temperature of the most abundant ionic species is comparable
to the electron temperature. Spectra of coronal plasmas are characterized by emission
lines such as from resonance transitions, electric-dipole forbidden transitions, and di-
electronic recombination satellite lines (Kallman & Palmeri, 2007). This is due to the low
density in the coronal limit, where the radiative decay and Auger rates are faster than the
collision rates (Beiersdorfer, 2003; Kallman & Palmeri, 2007; Smith & Brickhouse, 2014).
At these low densities, the plasma is also optically thin to its own radiation (Mewe, 1999)
such that photon scattering and re-absorption is negligible. The ionization and steady-
state level populations are then a unique function of the plasma temperature and the
X-ray luminosity is proportional to the emission measure εM =

∫

n2
edV , i.e., the product

of plasma density ne squared and volume V (Paerels & Kahn, 2003). In case of a tem-
perature gradient in the plasma, the differential emission measure ∂ εM/∂ T is needed.
Coronal plasmas are commonly found in stellar coronae, supernova remnants, clusters
of galaxies, galaxies, stellar winds, and the hot interstellar medium (Kallman & Palmeri,
2007; Smith & Brickhouse, 2014; Paerels & Kahn, 2003; Brickhouse et al., 2006).

In contrast, in photoionized plasmas photons from a strong continuum radiation source
are responsible for ionizing the gas and determine the charge balance (Kallman & Palmeri,
2007; Smith & Brickhouse, 2014). Since here the electron energy does not have to ex-
ceed the ionization potential of the ions, the electron temperature usually is much lower
than for the same charge balance in a collisional plasma, around 5–10% of the ionization
potential of the dominant ion species (Kallman & Palmeri, 2007). Electron-ion collisions
are only important for recombination processes, especially radiative recombination, and
gas cooling (Kallman & Palmeri, 2007; Smith & Brickhouse, 2014). Correspondingly, line
emission is dominated by inner-shell fluorescence and collisions in low-lying levels and
its equivalent widths, i.e., the line strength relative to the continuum, is smaller than in
coronal plasmas (Kallman & Palmeri, 2007). Photoionization plasmas are often charac-
terized via the ionization parameter ξ = L/(neR2) or similar, where L is the luminosity
of the continuum source, ne the electron density and R the distance of the plasma to the
radiation source (Tarter et al., 1969; Davidson, 1972; Krolik et al., 1981; Paerels & Kahn,
2003). Examples for objects exhibiting photoionization plasmas are accretion powered
sources such as active galactic nuclei (AGN) and X-ray binaries, planetary nebulae, HII re-
gions, the intergalactic medium (IGM), Wolf-Rayet nebulae, and luminous blue variable
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Table 1.1: List of atomic physics databases commonly used in X-ray astrophysics

Database Reference Usage Url

NIST ASD Kramida et al. (2016) lists of wavelengths and
transition rates

https://www.
nist.gov/pml/
atomic-spectra-database

AtomDB (APED) Foster et al. (2012) collisional plasma models
(e.g., APEC),
including models for
non-equilibrium ionization

http://atomdb.org/

CHIANTI Dere et al. (1997),
Landi et al. (2013)

coronal plasmas, mostly
solar physics

http://
chiantidatabase.org/

uaDB (XSTAR) Bautista & Kallman
(2001)

photoionized plasma
models

http://heasarc.gsfc.
nasa.gov/uadb/

Cloudy Ferland et al. (2013) photoionized plasma
modeling with collisions
taken into account

http://www.nublado.
org/

SPEX Kaastra et al. (1996) collisional ionization
equilibrium model, based
on MEKAL

https://www.sron.nl/
astrophysics-spex

nebulae (Kallman & Palmeri, 2007; Smith & Brickhouse, 2014; Paerels & Kahn, 2003;
Brickhouse et al., 2006).

From the description of the characteristics of these plasmas it becomes obvious that high-
resolution spectroscopy greatly helps in distinguishing spectral features of the respective
types of plasmas. The step from the CCD resolution of ASCA to the gratings on Chandra
and XMM-Newton supports this point: in some cases, follow-up grating observations con-
firmed the previous astrophysical models for a source, in other cases the prevalent basic
understanding of the source was challenged (Paerels & Kahn, 2003). For example, grat-
ing spectra discovered line features in spectra that had been thought featureless (Kallman
& Palmeri, 2007). Suddenly, a requirement arose for significantly more comprehensive
and accurate atomic databases than available and in use at that time (Kallman & Palmeri,
2007, for an overview of current databases see Table 1.1). Similar surprises are to be ex-
pected from the next generation X-ray observatories with their increased sensitivity and
resolution in the Fe region for point sources and in general for extended sources (see,
e.g., the Astro-H white papers, in particular Smith et al., 2014a, for a detailed overview
of expected new spectral features). Where Chandra and XMM-Newton have revealed
the shortcomings of existing atomic databases, Hitomi and Athena will push the limits
even further. But as the example of ASCA shows, accurate and comprehensive atomic
databases are equally important at low spectral resolution, since the measured spectra
are incapable of announcing issues with the atomic data. Spectral modeling at CCD reso-
lution can compensate for transitions of lines missing in the database by incorrectly filling
the gaps through other processes (Brickhouse et al., 2000; Smith & Brickhouse, 2014).

A very important first step is a comprehensive line list to be able to identify transitions and
ions involved. Once spectral features are clearly identified, their line fluxes can be used
to determine a number of parameters, such as the number of ions, plasma temperatures
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and densities. However, to do so, excitation rates have to be known, but currently the
accuracy of the analysis is limited by the accuracy of the atomic data, not by the statistics
of the observation (Kallman & Palmeri, 2007). In other words, we are currently not
able to take full advantage of the diagnostic potential even in existing observations. The
field of laboratory astrophysics was created as a response to solve these shortcomings
(Beiersdorfer, 2003). Like detector and instrument development, laboratory astrophysics
is necessary for astrophysics research (Brickhouse et al., 2006). Consequently, this need
has been recognized, e.g., by the US National Research Council (NRC)’s 2010 decadal
survey (Savin et al., 2010). The American Astrophysical Society (AAS) has a dedicated
laboratory astrophysics division, and regular meetings are held to review recent progress
and itemize the most critical needs (Salama et al., 2002; Brickhouse et al., 2006; Savin
et al., 2010).

1.3 Laboratory Astrophysics

Laboratory astrophysics is the general area of research that collects and provides refer-
ence data relevant for the analysis and interpretation of astrophysical observations. As
such, laboratory astrophysics is a broad field encompassing almost the full field of physics
research: it covers atomic, molecular, plasma, particle, and nuclear physics, and even
chemistry; it studies neutral gases and plasmas of various temperatures and densities,
but also dust, ices, and solids; and it spans the entire electromagnetic spectrum from
sub-mm to γ-rays. Atomic, molecular, and condensed matter physics are related to the
generation of photons, while nuclear and particle physics are responsible for the evolu-
tion of matter, and plasma physics accounts for dynamic processes (Savin et al., 2012).
This work will concentrate on atomic physics in the soft X-ray regime. Reviews about the
physics, progress in the availability of data, specific problems solved by advances in lab-
oratory astrophysics, and open data needs can be found in, e.g., Paerels & Kahn (2003),
Beiersdorfer (2003), Brickhouse et al. (2006), Kallman & Palmeri (2007), Savin et al.
(2010), Savin et al. (2012), and Smith & Brickhouse (2014).

Despite the word laboratory, laboratory astrophysics is often considered to include both
measurements and theoretical work as means to collect the needed reference data (e.g.,
Brickhouse et al., 2006; Savin et al., 2010). For optimal results, it is crucial that the-
orists and experimentalists work together, as their work complements each other. For
instance, laboratory measurements have repeatedly shown that theory is missing pieces,
be it neglected transitions or relevant physical processes (Beiersdorfer, 2003). Especially
for multi-electron systems, the atomic physics equations cannot be solved analytically
and theory has to rely on approximations like perturbation theory. See, e.g., Kallman &
Palmeri (2007) for a concise review of the various non-relativistic, semi-relativistic, and
fully relativistic approximations and corrections commonly used in atomic physics the-
ory, including a summary of commonly used codes and which of these approximations
they rely on. For estimating uncertainties of the calculation and quantifying the effect
of certain included processes, theory can often only compare calculations from different
codes, using different gauges (Smith & Brickhouse, 2014). It is therefore important for
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experiments to benchmark the accuracy of these calculations. On the other hand, it is
very impractical – and sometimes nearly impossible – to measure each and every sin-
gle transition wavelength or rate in the laboratory (Kallman & Palmeri, 2007). In these
cases, benchmarked calculations are necessary to complete the atomic data. Also, often
laboratory measurements rely on theory to identify transitions (see Chapter 6) or well
known benchmarked calculations to correct for influences of the experimental setup such
as detector effects (e.g., quantum efficiency, optical blocking filter transmission, crystal
reflectivity, etc) and polarization and to bring the measurement to an absolute scale (see
Chapters 4 and 8 and Section 5.6).

1.3.1 Data Needs

Although Smith & Brickhouse (2014) see “great strides in both accuracy and complete-
ness, driven primarily by improvements in computational capability and the confronta-
tion of atomic theoretical calculations with experimental benchmark studies and astro-
physical observations”, there are still open issues that need to be addressed (Paerels &
Kahn, 2003; Beiersdorfer, 2003; Brickhouse et al., 2006; Kallman & Palmeri, 2007; Savin
et al., 2010, 2012; Smith & Brickhouse, 2014). In the following some of these issues are
summarized in general. Later in this chapter we outline more detailed the motivation
relevant for the measurements presented in this work.

Atomic physics data needs can roughly be sorted into two categories: radiation, i.e., tran-
sitions connecting two levels within the same ion, and ionization/recombination, i.e.,
transitions connecting two levels in neighboring charge states, which are critical to deter-
mine the charge state distribution (Beiersdorfer, 2003; Smith & Brickhouse, 2014). This
work focuses on needs in the radiation category.

Line Lists

The most fundamental – and simplest – atomic physics data needs are line lists (Kall-
man & Palmeri, 2007). As mentioned earlier, the identification of lines alone already
gives hints to the present plasma conditions (Kallman & Palmeri, 2007): e.g., the pres-
ence of certain lines indicates elemental abundances; the type of observed transitions
distinguishes collisional from photoionized plasmas; the range of ionization states hints
at probable temperature or photon distributions depending on the type of plasma. If a
line is missing from line lists, most likely other atomic physics like transition and excita-
tion rates and branching ratios are not available for this line either, which can potentially
influence the calculated rates and branching ratios for other transitions in the same and
neighboring ions.

While comprehensive and complete line lists are essential, at the same time these lists
should be critically evaluated and as accurate as possible (Brickhouse et al., 2006). But
due to the vast number of lines in all astrophysically abundant ions, critically evaluated
and complete can sometimes preclude each other. In a compromise to attempt both, the
AtomDB database (Foster et al., 2012) aims at being comprehensive, but also sorts the
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Fig. 4.— Fe XIX wavelengths from DW calculations (top), labo-
ratory measurements (middle) (Brown et al. 2002), and a new cal-
culation by Kotochigova et al. (2010) that is accurate to a few mÅ,
based on comparison to laboratory wavelengths (bottom). Based
on Figure 1 of Kotochigova et al. (2010).

ergy level data. Depending on the complexity of the ion,
these energy levels may be represented either in LS or jj-
coupled form. The energy levels calculated as the basis
for collisional or radiative rate calculations are generally
accurate enough (at a few % or better) for this purpose.
In part this is because X-ray transitions in astrophysi-
cal plasmas typically involve K- or L-shell electron tran-
sitions, and these energy levels do not suffer from the
same uncertainties that closely-spaced transitions of M-
shell transitions in ions such as Fe II have. Energy levels
usually enter into the rate calculations via terms such as
exp(−∆E/kT ), so even a 5% uncertainty in the relative
energies has limited impact on the final result. If two
levels happen to be closely spaced, it is possible for the
calculated energy levels to invert the actual energy or-
der and thus change what transitions are possible. How-
ever, in practice these minor uncertainties have had lit-
tle impact on X-ray spectral calculations. The statistical
weight of each level is also significant, but a proper cal-
culation will return this correctly. Finally, level mixing
that converts forbidden into allowed transitions due to
strong electric or magnetic fields can lead to potentially
useful diagnostics (see, e.g. Beiersdorfer 2003).

Wavelengths determined from the differences of the en-
ergy levels themselves dominate the astrophysical line
databases. Highly accurate wavelengths can be calcu-
lated in quantum electrodynamics for H-like ions (John-
son & Soff 1985). Many wavelengths for He-like ions are
also of high accuracy (Drake 1988). For other ions, the
strongest lines may have wavelengths measured spectro-
scopically in plasma devices such as EBITs (Brown et al.
1998, 2002). Theoretical calculations have also improved
recently. Kotochigova et al. (2010) was able to signifi-
cantly improve the wavelength errors for Fe L-shell ions
using new theoretical methods, as shown in Figure 4.
When new calculations are not available simply includ-
ing experimentally identified levels in the structure cal-
culation also improves the derived wavelengths (Foster
& Testa 2011).

Up until now the wavelength accuracy needed for X-
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Fig. 5.— Strong emission lines from collisional plasmas with (blue
crosses) and without (green dots) errors, from the AtomDB v2.0.2
database. The emissivity plotted is the peak value for each line.
(Foster et al. 2012).

ray astronomy has been set by the centroiding capabil-
ity of the high energy gratings on Chandra and XMM-
Newton. For rule-of-thumb accuracy at 10% of the res-
olution, this requirement is 1 to 2 mÅ for the Chan-
dra High Energy Grating, somewhat larger for the other
gratings. In the future, the spectroscopic accuracy de-
sired is set by the range of velocities to be measured
via Doppler shifts. Athena, the next European X-ray
mission, plans to measure velocities to 30 km/s in the
X-ray band (Nandra et al. 2013). This corresponds to
wavelength accuracies of 0.01%, or 1 mÅ at 10Å, while
even after adjustment to NIST values, the accuracy of
the energy levels is only about 1%. Therefore, plasma
codes separately track wavelengths (ideally with errors)
for each radiative transition, usually using wavelengths
from the NIST6 or EBIT7 database. As these adjust-
ments cannot be made for every line, the primary efforts
are focused on the strongest lines. Figure 5 shows the
current state of the field for collisional plasmas, using
data from the AtomDB (Foster et al. 2012).

For many wavelengths few or no useful laboratory
measurements exist. Even with laboratory measure-
ments, e.g. for L-shell emission, the weaker lines may
be blended and line identification may be ambiguous
depending on supporting theory. Many transitions ob-
served with the Chandra Low Energy Transmission Grat-
ing (LETG) Spectrometer are still not adequately cata-
logued (Raassen et al. 2003; Liang et al. 2006). New the-
oretical work, with additional laboratory work, is needed
to improve the overall line database for missions such as
Athena (expected launch 2028), as well nearer-term mis-
sions such as Astro-H, expected to launch in 2015 (Taka-
hashi et al. 2010). The GRASP2K (Jönsson et al. 2007,
2013) code is able to achieve, in some cases, 0.1% energy
level and wavelength accuracy without pre-calibration
from laboratory measurements. Figure 6 shows that
measurements of this accuracy are possible, but the lines
used must be carefully selected to avoid existing uncer-
tainties in the wavelengths from dominating the result. It

6 http://www.nist.gov/pml/data/asd.cfm
7 http://sprg.ssl.berkeley.edu/labastro/EBITlinelist/index.html
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should be noted that many of these wavelengths are from
Kelly (1987), and the errors are based on estimates given
in that paper that are likely conservative. More work is
needed to electronically catalog both these wavelengths
and their error estimates in a manner easily accessible to
X-ray astrophysicists.

3.2. Collisional Excitation Rates

In most X-ray line-emitting plasmas, the energy level
population is contained in the ground state or in a few
low-lying fine-structure levels within the ground state
configuration. In collisionally ionized astrophysical plas-
mas, most of the line excitation is driven by collisions
between ions and electrons, with proton-ion collisions
contributing significantly only between closely-spaced en-
ergy levels. The proton impact excitation data used in
X-ray spectral modeling (Smith et al. 2001; Brickhouse
et al. 1995) are discussed most recently in Young et al.
(2003) and will not be reviewed further here. In X-ray
photoionized plasmas, collisional excitation can be im-
portant for low-lying levels, but most of the line emission
is driven by recombination and recombination-driven cas-
cades. Thus collisional excitation rates are of primary
interest in collisionally ionized plasmas such as stellar
coronae and winds, shocks in supernova remnants, and
the hot gas in the interstellar medium, galaxies, and clus-
ters of galaxies.

Most X-ray astrophysical spectra are obtained from
extended sources, sources in crowded fields and faint
sources, necessitating the use of CCDs, which afford only
modest spectral resolution; however, for the brightest
sources with only minimal spatial confusion, the trans-
mission and reflection gratings on Chandra and XMM-
Newton provide resolving powers λ/∆λ ∼ 1000. With
CCD spectra, completeness of the line list is critical or
the fitting engine may arbitrarily and incorrectly fill in
the gaps (e.g. Brickhouse et al. 2000), while the accu-
racy of specific lines may only become an issue at very
high signal-to-noise. On the other hand, grating spectra
enable the use of strong lines in diagnostic ratios, re-
quiring highly accurate atomic data, while completeness
of the line list becomes an issue for detangling blends
with weaker, but potentially interesting, lines. The last

decade has seen great strides in both accuracy and com-
pleteness, driven primarily by improvements in compu-
tational capability and the confrontation of atomic theo-
retical calculations with experimental benchmark studies
and astrophysical observations.

The ratios of emission lines from the same ion pro-
vide important diagnostics for the electron temperature,
electron density, and other plasma properties. Energy-
dependent electron-impact excitation rate coefficients are
integrated over an electron energy distribution function
appropriate to the physical conditions of the plasma to
produce an effective collision strength. In astrophysics,
Maxwellian distributions are usually assumed. Electron
temperature diagnostics can be simple, using lines from
levels with very different energies to take advantage of
the Boltzmann factor, or they can be strongly dependent
on the different energy-dependences of collision strengths
for strong versus forbidden or semi-allowed transitions.
Density diagnostics generally require a metastable level
from which collisional excitation rather than radiative
decay depletes the level above some critical density; be-
low that density radiative decay dominates, providing a
density diagnostic over a few orders of magnitude. In
order to exploit such diagnostics, it is reasonable that
the atomic errors be less than the observational errors
in determining the parameter of interest, requiring elec-
tron impact excitation rate coefficients accurate to ∼5 to
10%.

Effective collision strengths calculated using distorted
wave methods are generally accurate to 20 to 30% for
strong allowed transitions; however, for forbidden or
semi-allowed transitions, these rate coefficients may be
good to only factors of 2. R-matrix methods in princi-
ple are accurate to about 10%, but early calculations ran
into discrepancies with laboratory experiments as well
as with astrophysics observations. As computer capac-
ity has steadily increased, it is now possible not only
to include enough high-lying energy levels in the calcula-
tion but also to demonstrate how many levels are enough
through large-scale convergence tests (Ballance et al.
2003). The importance of relativistic effects, radiation
damping, and other atomic physics processes is also now
better understood (e.g. Pradhan et al. 1981; Whiteford
et al. 2001; Delahaye & Pradhan 2002; Bautista 2003).
Furthermore, the collisional-radiative model used to de-
termine the level populations needs to include all the pro-
cesses that are important to producing the weaker lines:
not just collisional excitation from the ground state, but
also recombination and recombination-driven cascades.
Only in the last decade has the required level of accu-
racy been demonstrated for a few important astrophysi-
cal ions, which we discuss here in some detail.

3.2.1. H-like ions

While we expect collision strengths for the strong Ly-
man resonance series of H-like ions to be ∼10 to 20%
accurate or better from distorted wave methods (e.g. Gu
2008; Foster et al. 2012), their accuracy has not been
sufficiently demonstrated, given the common occurrence
of these lines in X-ray spectra. R-matrix calculations
of the H-like collision strengths have been performed for
some of the more abundant elements, e.g. C, O, and Ne
(Ballance et al. 2003) and Fe (Kisielius et al. 1996; Bal-
lance et al. 2002; Malespin et al. 2011). For C VI (and

Figure 1.2: Left: lines with uncertainties in atomdb; right: uncertainties in wavelength translated
to Doppler shifts. — From Smith & Brickhouse (2014, Figs. 5 & 6).

wavelengths of the listed lines into two categories, namely observed and theory values:
the observed values are critically evaluated and can originate from either measurements
or calculations, while the theory values stem from large atomic physics data production
runs of less well known quality. AtomDB also includes uncertainty estimates for the
wavelengths of the better known transitions. As shown in Fig. 1.2, so far only a fairly
small number of lines in this database has reliable uncertainty estimates and some of
these uncertainties are fairly large (Smith & Brickhouse, 2014).

Before the advent of high-resolution spectroscopy with gratings on Chandra and XMM-
Newton, the content of line lists was largely driven by solar observations (Kallman &
Palmeri, 2007). Laboratory measurements, especially with EBIT, made important contri-
butions to add missing lines, but a lot of astrophysically relevant lines have not yet been
studied in the laboratory (Beiersdorfer, 2003). Examples for lines typically still miss-
ing from the lists are L-shell transitions for low-Z ions and K-shell transitions in ions of
charge below the He-like iso-electronic sequence (Beiersdorfer, 2003). For more details
on K-shell transitions see Section 1.4.1 and Hitomi Collaboration et al. (2016). But even
high-resolution spectrometers may not be able to resolve blends of very closely spaced
line blends. For example, an L-shell transition in Na-like Fe has almost exactly the same
wavelength (within 5 mÅ) as the Ne-like transition 3C such that the charge balance can
strongly influence the measured line ratio of the Ne-like Fe lines 3C and 3D (Brown et al.,
2001). A large number of weak unresolved lines can form a pseudo-continuum affect-
ing the shape of the ‘real’ radiation continuum underlying the source spectrum (Fabian
et al., 1994; Brown et al., 1998; Beiersdorfer, 2003; Foster et al., 2016). It is therefore
important to reliably account for even weak and seemingly unimportant lines.

Wavelengths

Accurate reference wavelengths are particularly important to measure Doppler shifts. As
a rule of thumb, the centroids of lines in the Chandra and XMM-Newton gratings spectra
can be determined with an accuracy of about 10% of the instrumental resolution (Smith
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& Brickhouse, 2014). This corresponds to 1–2 mÅ for HETG and a little larger for LETGS
and RGS, which exceeds the precision of most ab initio calculations (Kallman & Palmeri,
2007). With the next generation of X-ray observatories, the required accuracy of refer-
ence wavelengths will be determined by the range of velocities (Doppler shifts) to be
measured (Smith & Brickhouse, 2014). For the Athena X-ray observatory, the targeted
velocities are about 30 km s−1 (Nandra et al., 2013), which corresponds to required ac-
curacies of transition wavelengths of 0.01% or 1 mÅ at 10 Å (∼ 0.1 eV at 1 keV; Smith
& Brickhouse, 2014). Theoretical transition wavelengths listed in databases are usually
derived from energy levels. The best calculations of energy levels are good to only ∼ 1%
(Smith & Brickhouse, 2014). Although the energy differences between levels connected
by strong radiative transitions tend to be more accurate than the energy levels them-
selves, separate line lists in addition to the level lists are usually included in databases
for plasma codes (Smith & Brickhouse, 2014). The accuracy of transitions in He- and
H-like ions usually is considered very high (within about 40 ppm for both He-like, Beiers-
dorfer & Brown, 2015, and H-like ions, Beiersdorfer, 2009, and references therein) and
these lines are often even used for calibration of the wavelength scale. Other strong
lines have a good chance to have been measured in the laboratory. Here, transitions to
the K- or L-shell do not suffer from the same uncertainties as M-shell ions, which are so
closely spaced that uncertainties can even lead to an inversion of the ordering of energy
levels (Smith & Brickhouse, 2014). Additionally, energy levels often enter rate calcula-
tions (Smith & Brickhouse, 2014) and any large uncertainties in level energy therefore
propagate through to the rate coefficients.

Collisional Excitation Rates

Since a large number of X-ray emitting plasmas are in the coronal limit, collisional excita-
tion rates constitute a very important contribution to the observed line ratios. Line ratios
are the base to the determination of many plasma condition parameters: e.g., electron
temperature and density, optical depth, and elemental abundances. As these parame-
ters typically do not scale linearly with theoretical line ratios, small improvements in
collisional excitation rates can make a large difference in the accuracy of the plasma pa-
rameter estimates (Smith & Brickhouse, 2014; Kallman & Palmeri, 2007). Brickhouse
et al. (2006) state the need on the accuracy of excitation rates to at least 10%. Distorted
wave calculations for H-like ions are expected to be good to 10–20%, but have not suf-
ficiently been tested. R-Matrix calculations for Fe group elements (Kisielius et al., 1996;
Ballance et al., 2002; Malespin et al., 2011) show that inclusion of relativistic effects and
radiation damping at low temperatures are important if a 10% accuracy is to be reached
(Smith & Brickhouse, 2014).

He-like ions – especially the four Kα transitions line w (1s1/22p1/2
1Po

1 → 1s2 1S0), line
x (1s1/22p1/2

3Po
2 → 1s2 1S0), line y (1s1/22p1/2

3Po
1 → 1s2 1S0), and line z (1s1/22s1/2

3S1

→ 1s2 1S0; after the denotation of Gabriel, 1972) – are the most important diagnostic
for plasma temperature and density (e.g., Gabriel & Jordan, 1969; Gabriel, 1972; Mewe
& Schrijver, 1978a,b; Porquet & Dubau, 2000; Porquet et al., 2001a,b, and references
therein), and for testing ionization equilibrium (Smith & Brickhouse, 2014). While there
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is a consistent set of collisional excitation rates for transitions in He-like ions in AtomDB,
their uncertainties still need to be benchmarked, especially for Fe (Smith & Brickhouse,
2014). It is crucial to know the uncertainty on rates and use appropriate error propa-
gation on models based on these data. Otherwise the end user may overestimate the
accuracy of their spectral models (Smith & Brickhouse, 2014).

1.3.2 Measurements

From the discussion in Section 1.3.1 it is clear that it is important to benchmark available
theoretical calculations of atomic data experimentally through laboratory measurements.
There are a variety of experimental facilities that have provided measurements relevant to
astrophysics, such as magnetic fusion, inertial confinement fusion plasma devices, laser-
produced plasmas, and heavy ion storage rings (Beiersdorfer, 2003). The first dedicated
laboratory astrophysics program began at the electron beam ion trap (EBIT) facility at the
Lawrence Livermore National Laboratory (Beiersdorfer et al., 1992a; Kahn et al., 1998).
It was followed by similar efforts (Beiersdorfer, 2003) at the TSR heavy-ion storage ring
(Savin et al., 1997), the National Spherical Tokamak Experiment (NSTX; Beiersdorfer
et al., 2003b), and the electron cyclotron source (ECR; Greenwood et al., 2000). Com-
mon to all of these efforts is that the resolution of the employed spectrometers needs to
at least match, but better exceed the resolving power of space instrumentation (Beiers-
dorfer, 2003).

EBIT (see Chapter 3), which operates in the coronal density limit with its typical electron
densities of 1010–1012cm−3, is the closest in density to the common astrophysical densities,
making its results directly applicable to astrophysics (Beiersdorfer, 2003). Compared to
older spark and laser devices, where a large portion of the experimental time had to be
spent on understanding the source itself, newer generation atomic physics devices such
as EBIT act as “analog computers” (Beiersdorfer, 2003) that can produce relatively large
quantities of data in a short amount of time.

Among other things, EBIT measures electron impact excitation cross sections, high-energy
dielectronic recombination, and spectral line and emission patterns (Beiersdorfer, 2003).
With an EBIT, atomic physics can be benchmarked at a single electron energy, i.e., it can
test fundamental calculations before they are convolved with an electron distribution.
Similarly, atomic physics can be measured one element at a time, avoiding contamina-
tion and line blends from other elements. Within some limits it is even possible to choose
specific ions as the dominant charge state in the trap. A portable EBIT has been combined
with X-ray light sources such as synchrotrons, linear accelerators, and free electron lasers,
where EBIT is used to breed and trap the charge states whose interactions with photons
from the light source are to be studied (Epp et al., 2007, 2010; Bernitt et al., 2012;
Rudolph et al., 2013). All relevant processes such as relativistic corrections and all levels
influencing the branching ratios are automatically included in the measurement unlike in
calculations (Beiersdorfer, 2003). Additionally, experiments automatically produce reli-
able uncertainty limits to the measured rates and wavelengths. However, measurements
still depend on an appropriate and careful experimental setup (Beiersdorfer, 2003).
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1.4 Specific Astrophysics Questions

Specific examples of astrophysical observations that suffer from lack of appropriate ref-
erence data illustrate the need for laboratory astrophysics better than generalized “wish-
lists”. This section highlights some of these observations that benefit directly from the
measurements discussed in this work.

1.4.1 Kα Transitions in L-shell Ions

The spread of calculated transition energies for K-shell transitions in L-shell ions, where
available, can amount to a few eV between different codes (see below in the Section
Available data). While this is an issue for all astrophysically abundant metals, better
reference data for these transition energies is most pressing in L-shell ions of Si and S.
Therefore, the case for the need to measure the K-shell transition energies for L-shell ions
is made on the example of Si and S. As stated in Hell et al. (2016b), X-ray features of these
have already been observed in absorption and emission in many sources, including solar
flares (Neupert, 1971), other stellar coronae (e.g., Kastner et al., 2002; Huenemoerder
et al., 2013), various types of Active Galactic Nuclei (e.g., Lee et al., 2001; Kaspi et al.,
2002; Kinkhabwala et al., 2002; Holczer et al., 2007; Holczer & Behar, 2012; Reeves
et al., 2013), high-mass X-ray binaries (HMXB; e.g., Sako et al., 2002; Boroson et al.,
2003; Watanabe et al., 2006; Chang & Cui, 2007; Hanke et al., 2008; Miškovičová et al.,
2016), and cataclysmic variables (Girish et al., 2007). For all of these objects, the X-ray
line diagnostic associated with the L-shell ions of Si and S is limited and often precluded
by the relatively poor accuracy of the atomic reference data. Calculating the atomic
structure for these multi-electron ions accurately is challenging as the calculations have
to take into account the correlation effects between all of the involved electrons.

This section discusses the diagnostic value of these lines for the high mass X-ray binaries
Cyg X-1 and Vela X-1 (Hanke et al., 2008; Sako et al., 2002), where these lines are
observed most prominently. A list of available reference data is given as well as arguments
why these lines will become important also for ions of elements other than Si and S.

The Clumpy Wind of Cyg X-1: Si and S

High-mass X-ray binaries (HMXB) consist of a supermassive, hot O- or B-type star and
an evolved compact object such as a neutron star or a black hole. These OB stars exhibit
strong stellar winds through radiation pressure onto spectral UV lines, i.e., the photons of
the star’s strong UV radiation transfer their momentum through photoabsorption to the
material in the stellar atmosphere, thus driving this material away (Castor et al., 1975).
In isolated O-stars, it has been shown with hydrodynamic simulations that this so-called
line-driven wind is unstable such that small perturbations can grow into large density,
velocity, and temperature variations that ultimately compress the gas into clumps (Lucy
& Solomon, 1970; Owocki & Rybicki, 1984; Feldmeier et al., 1997; Dessart & Owocki,
2003; Oskinova et al., 2012; Sundqvist & Owocki, 2013). The stellar wind is therefore
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Figure 1.3: Characteristic spectra of the black hole HMXB Cyg X-1 in its two spectral states: The
high/soft state spectrum is dominated by a thermal spectrum peaking between 1–2 keV and
has a weak hard tail. The low/hard state spectrum is an exponentially cutoff broken powerlaw
extending to hard X-rays with energies > 100 keV. The powerlaw describing the spectra below
10 keV typically have photon indices Γ > 2.1 in the soft state and Γ < 2.1 in the hard state. —
From Nowak et al. (2012, Fig. 1).

often described as a two-component medium, where clumps of cool, dense material are
embedded in the remaining hot, tenuous gas (e.g., Hanke, 2011, and references therein).
Observational evidence for clumpy wind models is found, e.g., by Eversberg et al. (1998),
Markova et al. (2005), and Oskinova et al. (2006). If such an OB star is a constituent of a
HMXB, strong X-radiation (1036 . . . 1038 erg s−1) is emitted from the HMXB when the stel-
lar wind is accreted onto the compact object. Since the companion star typically almost
fills its Roche lobe, i.e., the equipotential surface within which material is gravitation-
ally bound to the star, the stellar wind of the companion is effectively focused onto the
compact object. The X-rays emitted from the accretion ionize the wind material, thus re-
moving the charge states whose strong UV resonance transitions are driving the outflow.
While this ionization of the wind material can affect and even suppress the mass-loss
rate of the companion in bright sources, in HMXBs with low X-ray luminosities the wind
structure stays largely intact (Sako et al., 2002). It is important to understand the prop-
erties of the stellar wind in order to understand how the interplay between stellar wind,
accretion flow, and ionizing radiation affects the changes between states of high and low
luminosity in the binary. The X-radiation from the accretion process can be used to probe
the stellar wind and its structure. Since similar wind models apply to both isolated stars
and those in HMXBs, studies of HMXBs can be used to advance the understanding of the
wind also for isolated stars. For more detailed overviews on stellar winds in isolated stars
see, e.g., Leutenegger (2006) and in HMXBs, see, e.g., Hanke (2011), Fürst (2011), Hell
(2012), and references therein.
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Figure 1.4: Lightcurves of Chandra-HETG observations of Cyg X-1 in the low/hard state show
severe absorption dips that are also apparent in the hardness ratio. — From Miškovičová et al.
(2016).

The overall wind structure in terms of number and size of clumps can be examined by
long-term monitoring of variations in the neutral broadband continuum absorption as a
function of orbital phase (Grinberg et al., 2015). The morphology and velocity of the
wind and the clumps, on the other hand, are studied through the signature of the wind
material in form of spectral line features caused by the X-rays re-processed by the wind
material (e.g., Sako et al., 2002; Miller et al., 2005; Watanabe et al., 2006; Liedahl &
Brown, 2008; Hanke et al., 2009; Miškovičová et al., 2016).

The black hole HMXB Cygnus X-1 is one of the best known persistent bright X-ray sources
and with its companion’s mass loss rate of∼ 10−6 M� year−1 (Herrero et al., 1995) a prime
target for stellar wind studies. Cyg X-1 has a O9.7 Iab type companion star HDE 226868
(Walborn, 1973) in a 5.6 d orbit (Webster & Murdin, 1972; Brocksopp et al., 1999; Gies
et al., 2003) with an inclination of i ≈ 27◦ (Orosz et al., 2011) and is located at a distance
of d = 1.86 kpc from the Sun (Xiang et al., 2011; Reid et al., 2011). Cyg X-1 switches
between two spectral states (Fig. 1.3), the high/soft and the low/hard state (see Grinberg
et al., 2013, for a classification using all-sky monitors). In the high/soft state of Cyg X-1
the soft X-ray luminosity is so high that the wind material is almost completely ionized,
making this state unsuitable for examining the wind through spectral line features. We,
therefore, concentrate efforts on wind studies on low/hard state observation (Hanke
et al., 2009; Miškovičová et al., 2016).

There are five high quality Chandra-HETG observations of Cyg X-1 in the low/hard state,
covering the prominent orbital phases φorb ≈ 0 (where the line of sight passes above
the companion and the wind is most dense), φorb ≈ 0.2, φorb ≈ 0.5 (opposite of the
companion star and outside of the wind), and φorb ≈ 0.75 (Hanke, 2011; Miškovičová
et al., 2016). The lightcurves of these observations (Fig 1.4) show heavy drops in the
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Figure 1.5: Spectra of the Si region in Cyg X-1 for ObsID 8525 (φorb ≈ 0) for various stages of
dipping (non-dip, weak dip, dip, and strong dip from top to bottom). The spectra are extracted
based on cuts in hardness ratio A/C. — From Miškovičová et al. (2010).

observed X-ray flux. These dips are most severe at phase φorb ≈ 0 closest to the star,
while virtually no dipping occurs at φorb ≈ 0.5. During these dips, the hardness ratio5 of
the energy bands A (0.5–1.5 keV) and C (3–10 keV) drops as well, i.e., the softer X-rays
are affected more heavily, indicating that the dips are caused by excess absorption due
to increased column densities. Therefore, the absorption dips are signatures of clumps
crossing our line of sight.

Studying how spectral features change with dipping provides insights into the clump
morphology. For example, during non-dip phases (indicated in color in Fig. 1.4) the X-
ray spectrum is dominated by absorption lines in He- and H-like ions (Miller et al., 2005;
Hanke et al., 2009; Hanke, 2011; Miškovičová et al., 2016). These lines are clearly sig-
natures of the hot phase of the wind. The deeper into the dipping phases the spectra
are taken, the lower the continuum flux becomes and absorption lines from K-shell tran-
sitions of L-shell Si and S ions appear (Fig. 1.5). The measured line centers do not vary
between different dipping stages. This suggests that the bulk motion of each ionic species
is constant between the center and the edge of the clump. To compare the motion be-
tween different ions and determine the velocity of the bulk motion, which are indicators

5The hardness ratio is defined as the number of counts integrated in one energy band divided by the
number of counts in another, harder energy band. While this definition is a well established convention
in X-ray astrophysics (Park et al., 2006), it can be confusing as in this definition of the hardness ratio a
larger ratio corresponds to a softer spectrum.
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for the morphology of the clump, reliable and accurate reference energies are necessary
for these line blends. Otherwise it is unclear if the differences in shifts are caused by
actual differences in ion velocities or by lack of atomic data. The accuracy of the refer-
ence energies should, therefore, be better than the ∼ 100km s−1 calibration uncertainty
of Chandra HETG (Marshall et al., 2004; Canizares et al., 2005; Chandra X-ray Center,
2015).

The Clumpy Wind of Vela X-1: Si

Vela X-1 is a neutron star HMXB with the B0.5 Ib supergiant companion HD 77581 (Bru-
cato & Kristian, 1972; Hiltner et al., 1972) with a mass-loss rate of (1–7 · 10−6 M� year−1

(Hutchings, 1976; Dupree et al., 1980; Kallman & White, 1982; Sadakane et al., 1985;
Sato et al., 1986). It is an eclipsing system (inclination i ≈ 0) with an orbital period of
8.964 d (Forman et al., 1973; Kreykenbohm et al., 2008) at a distance of 1.9 kpc from the
Sun (Sadakane et al., 1985). The pulsar has a pulse period of ∼ 283 s (McClintock et al.,
1976; Kreykenbohm et al., 2008). Similar to Cyg X-1, Vela X-1 is among the best studied
objects in its class.

There are three Chandra-HETG observations, covering orbital phases φorb ≈ 0 (eclipse),
φorb ≈ 0.25, and φorb ≈ 0.5, that are extensively discussed in the literature (e.g., Sako
et al., 2002; Schulz et al., 2002; Goldstein et al., 2004; Watanabe et al., 2006), and a
newer observation to add φorb ≈ 0.75. During the eclipse observation, the companion
star blocks the line of sight to the continuum X-radiation from accretion onto the neutron
star such that the spectrum is dominated by fluorescence emission lines and scattered
components from regions extending beyond the shadow of the companion (Schulz et al.,
2002; Watanabe et al., 2006). The observation at φorb ≈ 0.25 has very bright continuum
radiation and very few spectral lines. The observation at φorb ≈ 0.5 is highly absorbed,
indicating the presence of an absorber behind the neutron star. The strong absorption re-
duces the continuum radiation enough to allow observation of the fluorescence emission
lines originating in other regions of the system also at this phase (Watanabe et al., 2006).
Since the emission lines are stronger in this phase than during eclipse, a significant frac-
tion of the line emission has to be produced between the neutron star and its companion
(Watanabe et al., 2006).

The region between the neutron star and its companion is within the wind accelera-
tion zone, where wind velocities ranging from zero to the terminal wind velocity of
∼ 1000–2000km s−1 are expected (Liedahl & Brown, 2008). An ionization gradient is
expected to accompany the velocity gradient (Liedahl & Brown, 2008). In photoionized
plasmas, the charge state distribution depends on the available ionizing X-ray flux and,
therefore, varies as a function of the ionization parameter ξ (Kallman & McCray, 1982).
For example, in Si the charge state distribution is dominated by He-like, H-like, and bare
ions for values of logξ ¦ 2 (Liedahl & Brown, 2008). Figure 1.6 shows a sketch of the
Vela X-1 system, indicating regions of different logξ.

By analyzing the Doppler shifts and line profiles of the observed emission lines and com-
paring them to the predicted velocity and ionization gradients, the simulations of the
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RRC is detected clearly from H-like Ne. We fitted the RRC
spectra using the ‘‘redge’’ model in XSPEC. The electron temper-
atures are determined to be kTe ¼ 7:4þ1:6

!1:3 and 6:6
þ2:5
!1:8 eV during

phase 0.50 and eclipse, respectively.
IronK" fluorescent lines are detected in all three orbital phases.

The profiles of these lines are shown in Figure 8. The parameters
derived from the spectral fits with single-Gaussian models are
listed in Table 6. The equivalent width of the iron K" line is mea-
sured to be 116 and 51 eV for phases 0.50 and 0.25, respectively.
During eclipse, a high equivalent width of 844 eV is observed. As
shown in Figure 8, there is an indication of a Compton shoulder
in the iron K" line at phase 0.50.

2.3. Summary of Results and Their Implications

Some general global properties of the circumsource medium
can be deduced from the results of the simple fitting procedures
described in xx 2.1 and 2.2.
The continuum from the neutron star is highly absorbed during

phase 0.5, whereas the absorption column density is reduced dur-
ing phase 0.25. This implies that there is an absorber located be-
hind the neutron star as viewed from the companion star. The
average continuum intensities are nearly identical during the two
phase ranges. The presence of strong soft X-ray lines during
phase 0.5, however, suggests that this absorber is localized and
does not cover the X-ray emission line regions, which most likely
extend beyond the size of the absorber.
The emission lines during phase 0.50 are approximately an

order of magnitude brighter than those during eclipse. This indi-
cates that a significant fraction of the X-ray line emission is pro-
duced in a region between the neutron star and the companion

Fig. 5.—Spectra of the Si K line complex observed at each orbital phase: phase
0.25 (top), phase 0.50 (middle), and eclipse (bottom). The phase 0.25 spectrum is
dominated by the intense continuum with possible evidence for weak absorption
lines. The sharp drop at E ¼ 1:84 keV is due to Si K photoelectric absorption in
the detector. At phase 0.50 and eclipse, emission lines from awide range of charge
states are seen.

TABLE 3

Derived Parameters of Emission Lines in the 0.5 Orbital Phase Spectrum

Energy

(keV)

Sigma

(eV)

Fluxa

(10!5 photons cm!2 s!1) Candidate

Line Shift

(km s!1)

3:6905þ0:0022
!0:0009 .......................... 0:4þ3:4

!0:4 8.8 % 3.1 Ca iiYxii K" . . .
2.622 % 0.001........................ 4:0þ1:5

!1:2 17:7þ3:2
!3:3 S xvi Ly" . . .

2:46197þ0:00076
!0:00087 ....................... 0:6þ1:1

!0:6 6:8þ1:8
!1:7 S xv r . . .

2:31112þ0:00072
!0:00042 ....................... 0:2þ1:9

!0:2 10:3þ2:2
!2:0 S ivYviii K" . . .

2.00634 % 0.00016................ 1:2þ0:2
!0:3 23:8þ1:4

!1:5 Si xiv Ly" +127 % 24
1.86614 % 0.00022................ 1.4 % 0.3 13:6þ1:2

!1:1 Si xiii r +183þ36
!35

1:85537þ0:00055
!0:00054 ....................... 0:8þ1:0

!0:8 3:1þ0:7
!0:8 Si xiii i +257þ89

!87

1:84136þ0:00026
!0:00027 ....................... 2.2 % 0.3 14.1 % 1.2 Si xiii f +311þ42

!44

1.74447 % 0.00026................ 2.4 % 0.3 14:6þ1:2
!1:0 Si iiYvi K" . . .

1:72998þ0:00035
!0:00036 ....................... 0:4þ0:7

!0:4 3.4 % 0.6 Al xiii Ly"? . . .
1:59900þ0:00067

!0:00068 ....................... 0:7þ1:0
!0:7 1:3þ0:6

!0:4 Al xii r ? . . .
1.57976 % 0.00056................ 2.0 % 0.6 3.9 % 0.7 Mg xi . . .
1:55231þ0:00053

!0:00056 ....................... 0:6þ0:8
!0:6 1:8þ0:6

!0:5 Fe xxiv? . . .
1.47282 % 0.00014................ 1.2 % 0.2 23.5 % 1.8 Mg xii Ly" +102þ28

!29

1:35279þ0:00017
!0:00016 ....................... 1.0 % 0.2 14.7 % 1.5 Mg xi r +120þ37

!36

1:34346þ0:00021
!0:00022 ....................... 0.7 % 0.3 7:3þ1:2

!1:0 Mg xi i +80þ57
!49

1.33213 % 0.00023................ 1.0 % 0.3 9:1þ1:4
!1:2 Mg xi f +230þ51

!52

1:30808þ0:00035
!0:00042 ....................... 1:1þ0:4

!0:5 5:0þ1:1
!1:0 Fe xxi? . . .

1:27783þ0:00028
!0:00027 ....................... 1.1 % 0.3 8:4þ1:4

!1:2 Ne x Ly% . . .
1.21160 % 0.00021................ 1:0þ0:2

!0:3 13:3þ1:9
!1:8 Ne x Ly& . . .

1:12732þ0:00048
!0:00049 ....................... 1:5þ0:5

!0:4 7:4þ1:9
!1:7 Ne ix . . .

1:07432þ0:00018
!0:00035 ....................... 0:1þ0:6

!0:1 5:8þ1:9
!1:7 Ne ix . . .

1:02242þ0:00011
!0:00012 ....................... 0:6þ0:2

!0:1 44:2þ5:5
!5:1 Ne x Ly" +182þ32

!35

0.92246 % 0.00027................ 0.8 % 0.3 28:9þ7:5
!6:5 Ne ix r +149þ86

!89

0:91625þ0:00033
!0:00032 ....................... 1:4þ0:3

!0:2 49:1þ9:7
!8:8 Ne ix i +475þ108

!104

0:90556þ0:00051
!0:00055 ....................... 1:8þ0:5

!0:4 37:1þ9:4
!8:3 Ne ix f +165þ169

!181

Note.—Errors correspond to 90% confidence level.
a Interstellar gas absorption is corrected. The hydrogen column density of 6 ; 1021 cm!2 is assumed, corresponding

to the density of 1 H cm!3 and the distance of 1.9 kpc.
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Fig. 1. Silicon charge state distribution versus log ξ , assuming
photoionization equilibrium. Calculation performed with
XSTAR [8].
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wind(M/R)3/4. Since neu-

tron star radii are ∼106 cm, the ratio M/R is relatively large,
leading to radiation temperatures corresponding to the X-ray
band. The X-ray luminosities of HMXBs [Lx ∝ Ṁacc(M/R)]
lie typically in the range 1036–1038 erg s−1 (1 erg = 10−7 J). The
accretion of UV-driven winds onto neutron stars thus powers
some of the brightest X-ray sources in the sky.

From the perspective of one studying stellar winds, an HMXB
might at first appear to be a propitious astrophysical laboratory
providing, in effect, a point X-ray backlighter to probe the stel-
lar wind. The X-ray source, however, modifies the physical state
of the wind material through photoionization and heating. This
complicates the wind physics, since one must explicitly account
for the effects of two radiation sources that are geometrically
and spectrally distinct. This additional complication has the ef-
fect of reducing somewhat the overlap of HMXB studies as
applications of “classical” stellar wind physics, but increases
the overlap with radiation-driven winds from quasars and other
types of active galactic nuclei, in which an accretion disk pro-
vides both the UV flux (at large disk radii) and the X-ray flux
(at small disk radii) [5, 6].

In an X-ray photoionized plasma, the level of ionization is
often parameterized by the quantity ξ , known as the ionization
parameter, which is defined by ξ = Lx/nr2 for a given X-ray
luminosityLx and spectral shape, distance r to the X-ray source,
and particle number density n [7]. The charge state distribution
of silicon is shown in Fig. 1, plotted against ξ , from a calcula-
tion using the X-ray nebular code XSTAR [8]. A representative
space distribution of ξ in the HMXBVela X-1 is shown in Fig. 2.
This model was used to interpret X-ray line emission from H-
like and He-like ions in Vela X-1, as measured with the ASCA
satellite observatory [9]. A similar approach was adopted [10]
to model the Chandra X-ray spectrum. Comparing Fig. 1 with
Fig. 2, it is clear that the average charge in the entire X-ray irra-
diated portion of the wind is expected to be high, dominated by
the He-like, H-like, and fully stripped charge states. By compar-
ison, the winds of isolated high-mass stars, which are absent a
strong source of X-rays, are populated predominantly by much
lower charge states, such as Si IV. Also, and more to the point,
while this model yields a reasonable explanation for the line
flux from highly charged ions, it does not predict X-ray line
emission from low-charge states in the wind, such as silicon
L-shell or M-shell ions, which is present in the data [10, 11], as
shown in Fig. 3. The Kα spectra of L-shell ions provide unique
diagnostic capability [12] and probe a little explored range of ξ ,

Fig. 2. Schematic of the HMXB system Vela X-1 with log ξ

contours. The position of the neutron star (NS), treated as
a point source of continuum X-rays, is indicated by an ×.
Contours of log ξ are calculated assuming rotational symmetry
with respect to the line of centers, a CAK velocity law, a mass
loss rate of 3 × 10−7 M� year−1, and an X-ray luminosity of
4 × 1036 erg s−1 [9]. Regions in the shadow cone are unaffected
by the X-ray source.

Fig. 3. Silicon X-ray spectrum of Vela X-1 as measured with
the Chandra high-energy transmission grating (HETG). The set
of lines collectively labeled as “Si Kα fluorescence” are the
features for which accurate laboratory wavelengths are required.
The brightest of these, near 7.1 Å, is a blend composed of the
charge states from F-like Si VI and lower, while Si VII–XI (right
to left) can be seen as prominent spectrally distinct features. The
blue shoulder that appears in the Si XIII forbidden line (f or z;
6.74 Å) is likely attributable to Li-like Si XII (not labeled).

Si XIV Lyα

Si XIII

Si K fluorescenceα

a range that is observationally inaccessible outside of the X-ray
band.

In the context of wind dynamics, photoionization by the X-
ray source beyond that attributable to the UV source leads to

© 2008 NRC Canada

Figure 1.6: Left: Spectra of the Si region in Vela X-1 observed with Chandra-HETG at three
different orbital phases, φorb ≈ 0 (eclipse), φorb ≈ 0.25, and φorb ≈ 0.5 (From Watanabe et al.,
2006, Fig. 5). Right: Sketch of the Vela X-1 system by Liedahl & Brown (2008, Fig. 2) using a
Castor et al. (1975) law for the wind velocities, a mass loss rate of 3 · 10−7 M� year−1, and an
X-ray luminosity of 4 · 1036 erg s−1. The neutron star is treated as a point source denoted by x.
The contours correspond to values of the ionization parameter logξ and translate to variations
in charge state distribution with lower logξ corresponding to lower charge states. The K-shell
transitions of L-shell Si ions (left) originate either from regions with low logξ or from the dense
clumps of the wind material.

wind structure in these systems can be tested. This is mostly done using transitions in He-
and H-like ions. However, emission lines of L-shell ions of Si have also been observed in
the Chandra-HETG spectra (Fig. 1.6 left; Sako et al., 2002; Schulz et al., 2002; Goldstein
et al., 2004; Watanabe et al., 2006), offering unique diagnostic capability. These line
features either probe the ionization gradient shown in Fig. 1.6 (right) or are signatures
of localized density variations of a clumpy wind (Liedahl et al., 2002), where the dense
material in the clumps has a lower charge balance. The accuracy of available wavelength
calculations for these lines is only on the order of the expected Doppler shifts, i.e., ∼ 5 eV,
(Liedahl & Brown, 2008), precluding their use as a diagnostic for either of these two
possibilities.

Previous analyses of Vela X-1 have used spectra added over the full range of the ob-
servation. Since Vela X-1 shows similar variability as Cyg X-1 with periods of highly
variable high hardness and periods of stable low hardness (Grinberg et al., 2017). Re-
cently, Grinberg et al. (2017) have been analyzing Vela X-1 grating spectra subdivided
into these hardness periods and find significant differences between the two periods with
lines changing their relative line strengths and even going from absorption into emission.
They also find new spectral features previously absent in, e.g., the Goldstein et al. (2004)
analysis. Most strikingly, Grinberg et al. (2017) have discovered absorption lines from
K-shell transitions in low charge states of Mg (Mg V–Mg X) in the low hardness spectra.
Again, the interpretation of the Doppler shifts in these ions is limited by the accuracy of
the available reference data.
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Available Data

Hell et al. (2016b) gives a census of the reference data available for these ions of Si and
S, and the following paragraphs in this subsection are taken in verbatim from that pub-
lication. Historically, Hartree-Fock calculations of House (1969) were used to interpret
high resolution solar spectra (Fritz et al., 1967), and more recently have been used to
analyze data from both Vela X-1 (Schulz et al., 2002; Goldstein et al., 2004) and Cygnus
X-1 (Hanke, 2011). However, House (1969) only provide simplified data listing only a
single transition for each ion. To provide a more complete and accurate data set, more
sophisticated calculations have been completed using more advanced atomic models. For
example, Behar & Netzer (2002) used the Hebrew University Lawrence Livermore Atomic
Code (HULLAC; Klapisch, 1971; Busquet et al., 2006, and references therein) to calculate
transition energies and line strengths for the strongest K-shell transitions in He- through
F-like silicon and sulfur ions. At present, the most complete calculation is provided by
Palmeri et al. (2008a, P08), who use a semi-relativistic Hartree-Fock code to calculate
level energies, transition wavelengths, and radiative decay rates for ∼1400 K-shell tran-
sitions in silicon and sulfur ions. The variation among the inner-shell transition energies
calculated with various codes is ∼2–5 eV, i.e., on the order of several 100 km s−1 for the
diagnostically important L-shell silicon Kα lines. This variation is comparable to the
expected Doppler shift of the L-shell silicon Kα lines (Watanabe et al., 2006; Liedahl &
Brown, 2008; Miller et al., 2005, 2012; Miškovičová et al., 2016), and significantly larger
than the systematic wavelength error of Chandra ’s High Energy Transition Grating Spec-
trometer (HETGS), which is on the order of 100km s−1 (Marshall et al., 2004; Canizares
et al., 2005; Chandra X-ray Center, 2015). Hence, the main systematic uncertainty in the
determination of Doppler shifts from X-ray lines is our knowledge of atomic physics. This
has been pointed out before in studies of the K-shell lines in L-shell oxygen ions (Schmidt
et al., 2004; Gu et al., 2005).

When comparing atomic databases commonly used to interpret both Solar and extra-
Solar X-ray spectra, the data from P08 are found in the Universal Atomic DataBase (uaDB)
accompanying XSTAR (Bautista & Kallman, 2001); however, they are not included in
either the atomic physics for astrophysics database, AtomDB v2 (Foster et al., 2012) or
the CHIANTI atomic physics database (Dere et al., 1997; Landi et al., 2013). AtomDB
v2 only includes K-shell transitions in helium-like and hydrogen-like ions; CHIANTI only
includes H-like, He-like, and Li-like transitions.

There is one previous measurement available for L-shell transitions in Be- through F-
like Si and S ions. Faenov et al. (1994) measured transitions produced in a CO2 laser-
produced plasma. They also provided a comparison to their own theoretical calculations.
The density of this plasma (ne ∼ 1019 cm−3; Boiko et al., 1978) is significantly higher than
typical densities in an astrophysical environment. The spectra reported by Faenov et al.
(1994) therefore comprise mainly dielectronic satellites (see their Tables I and II) and are
only of limited applicability for the photoionized plasmas in, e.g., Cyg X-1 and Vela X-1.

The first part of Chapter 6 presents our measurements of K-shell transitions in the L-
shell ions of Si and S using the ECS microcalorimeter at the LLNL EBIT as published
by Hell et al. (2016b). The results include follow-up measurements to Hell (2012) to
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better assess the systematic uncertainties of the setup. It includes an expanded review
of the utility of these new reference data for the analysis and interpretation of the Cyg
X-1 and Vela X-1 spectra. An additional benchmark for the new reference data using a
high-resolution spherical crystal spectrometer is discussed in Section 6.2.

Beyond Si and S

Kallman & Palmeri (2007) claim that up to their writing only the 15 or so most abundant
elements (including C, N, O, Ne, Na, Mg, Al, Si, S, Ar, Ca, Fe, and Ni) had been observed
in X-ray spectra from celestial sources. In the meantime, Cr and Mn have been identified
in multiple source types (Smith & Brickhouse, 2014) such as the galactic center region
(Nobukawa et al., 2010), galaxy clusters (Tamura et al., 2009; Hitomi Collaboration et al.,
2016, see Fig. 1.8), HMXBs (only Cr; Fürst et al., 2011), micro-quasars (Kallman et al.,
2009), and, most prominently, supernova remnants (Hwang et al., 2000; Miceli et al.,
2006; Tamagawa et al., 2009; Yang et al., 2009; Yamaguchi & Koyama, 2010; Tamagawa,
2010; Park et al., 2013; Yang et al., 2013). With the exception of Kallman et al. (2009)
and Hitomi Collaboration et al. (2016), all of these observations have been made with a
CCD and hence at relatively low resolution.

The lower odd-Z elements Al, Na, Cl, P, and K (decreasing order of abundance) have
higher or similar cosmic abundances than Cr and Mn (Asplund et al., 2009) and should
therefore, in principle, be observable (Hughes et al., 2014). In fact, Na and Al are reg-
ularly detected in Chandra-HETG observations (e.g., Hanke et al., 2009). However, the
K-shell transitions in elements below Ca are so tightly spaced that the weaker signatures
of the odd-Z elements suffer from confusion with the stronger lines of the more abun-
dant even-Z species at the low spectral resolution of CCD observations (Hughes et al.,
2014). X-ray signatures from some of the less abundant elements such as Cl, Sc, Ti, Co,
Cu, and Zn have been marginally detected in the source spectrum of the micro-quasar
GRO J1655−40 (Kallman et al., 2009), the only grating observation in the above list
of Cr and Mn detections. The Fe peak elements, including odd-Z , are also expected to
be detected in other sources (Smith & Brickhouse, 2014). The next generation of X-ray
observatories (e.g., Athena) will bring large improvement in effective area compared to
the currently available grating spectrometers on XMM-Newton and Chandra, thus mak-
ing high-resolution spectroscopy more commonly available and extending its application
to faint and extended sources. This advance will allow to detect and disentangle X-ray
signatures from these low-abundance elements as well as new spectral features (Smith
et al., 2014a).

Assuming that the elements are mixed in the observed plasma rather than spatially sepa-
rated – which at least for Cyg X-1 seems to be the case (Miškovičová et al., 2016) –, it is
expected to find signatures of lower charge states in the other astrophysically abundant
elements beyond Si and S. For K-shell transitions in these ions, good candidates are pho-
toionized and transient collisional plasmas. For example, L-shell transitions (n = 3→ 2)
prove the presence of L-shell Fe ions in Cyg X-1 (e.g., Hanke et al., 2009). In case of
the Tycho supernova remnant, Yamaguchi et al. (2014) assume that the strongest contri-
bution to the Fe Kα line is attributed to ions around F-like Fe XVIII and Ne-like Fe XVII.
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The Cr Kα emission peaks at a larger radius in the supernova remnant than the Fe Kα
emission and should therefore be more highly ionized (Hughes et al., 2014), suggesting
the presence of L-shell ions of Cr.

Some calculations for K-shell transitions in L-shell ions of these other elements are avail-
able from the same sources as the Si and S lines. For example, Behar & Netzer (2002)
calculated transition energies for Ne, Mg, Al, Ar, Ca, and Fe in addition to Si and S.
Palmeri et al. (2008a) additionally included Ne, Mg, Ar, and Ca, after already calculating
Fe extensively (Palmeri et al., 2003a; Bautista et al., 2004), and then followed on with
calculations of Ni (Palmeri et al., 2008b), Al (Palmeri et al., 2011), and F, Na, P, Cl, K, Sc,
Ti, V, Cr, Mn, Co, Cu, and Zn (Palmeri et al., 2012).

Once these signatures are detected, it is crucial to have benchmarked reference wave-
lengths available. The recent discovery of the K-shell transition of Mg L-shell ions in the
X-ray spectra of Vela X-1 by Grinberg et al. (2017) demonstrates this point. We are, there-
fore, extending our efforts of measuring the K-shell transition energies with the ECS mi-
crocalorimeter at EBIT also for other elements in the range Na through Ni (Section 6.3.3;
Hell et al., 2015), but this is beyond the scope of this thesis.

1.4.2 Transient Plasmas: K-shell Transitions of M-shell Fe Ions

Iron is the most abundant of the astrophysically relevant high-Z elements (Asplund et al.,
2009). Its n = 2→ 1 K-shell transitions fall into the 6–7 keV energy region, where even
CCD observations have somewhat decent energy resolution, and are relatively isolated
from K-shell transitions of neighboring elements (Paerels & Kahn, 2003). For these rea-
sons, Fe was the first line feature to be unambiguously identified in X-ray spectra (Ser-
lemitsos et al., 1975; Sanford et al., 1975; Paerels & Kahn, 2003).

Sometimes this feature is just referred to as the Fe line, but often it is distinguished be-
tween the neutral Fe line at 6.4 keV, the He-like Fe line at 6.7 keV, and the isolated H-like
Lyα line blend at 7.0 keV, because they are easily resolved by an X-ray CCD (see also
Girish et al., 2007, for an example of all three of these features observed with Chandra-
HETG). While the He-like Fe line consists of the four transitions w, x, y, and z (Gabriel,
1972) and may be accompanied by, e.g., Li-like and Be-like transitions (Fig. 1.9), the
6.4 keV line is a region of highly blended transitions that can come from any charge state
between neutral and up to F-like Fe XVI (Decaux et al., 1995).

Because it is very abundant and covers nearly the entire range of possible plasma con-
ditions encountered in astrophysics, Fe is particularly important as a diagnostic tool
(Smith & Brickhouse, 2014). Currently, the diagnostic potential of its K-shell transitions
is somewhat limited by the resolution available for the 7 keV X-ray region, but the next
generation of X-ray observatories featuring microcalorimeters will change this (Hitomi
Collaboration et al., 2016). The diagnostics cover at least three prominent types of plas-
mas: photoionized plasmas, collisionally ionized plasmas in equilibrium, and collisional
transient plasmas with nonequilibrium ionization conditions. General properties of pho-
toionized and coronal plasmas have been discussed above. Transient plasmas are found
in the shock-front heated regions of young supernova remnants and in solar flares. In
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these transient plasmas, a sudden increase in electron temperature causes the ionization
balance to be much lower than would be expected for a plasma at equilibrium at this
temperature.

The collision energy required to excite Kα lines in Fe ions (6.4–7 kev) is much higher
than the ionization potential required to ionize through to He-like Fe (2.05 keV; Cowan,
1981). Additionally, collisional ionization of an M- or L-shell electron has cross sections
on the order of (0.44–1.1) · 10−18 cm2 and 5 · 10−20 cm2, respectively, while excitation of a
K-shell electron is less likely with cross sections of a few ·10−22 cm2 (Decaux et al., 1997).
Therefore, for emitting plasmas in collisional ionization equilibrium K-shell transitions
tend to be dominated by transitions in highly-charged He-like – or at higher electron tem-
peratures – H-like Fe ions. Emission from the low charge states is only visible in transient
plasmas outside of collisional ionization equilibrium (Decaux et al., 1995). Alternatively,
cold photoionized plasmas in the vicinity of an X-ray continuum source show fluores-
cence Kα transitions from radiative decay after inner-shell photoionization (Paerels &
Kahn, 2003). In this section we motivate transition energy measurements in these low
charge states of M-shell Fe ions; for excitation cross sections of highly-charged Fe see the
next Section.

A good example for Fe K lines in photoionized plasmas is the black-hole HMXB Cyg X-
3. It has a plasma temperature of kT ≈ 50 eV as derived from the width of radiative
recombination continua (Paerels et al., 2000). A Chandra-HETG observation resolved
three groups of Fe Kα transitions, H-like (Fe Lyα), He-like (Fe Heα), and “neutral” (Fe Kα),
of which the Fe Kα line is the most interesting. It has an apparent line center of 6394±3 eV
and a width of ∼ 73 eV FWHM. From other spectral lines Paerels et al. (2000) derive a
velocity (turbulence) broadening of ∆v ≈ 1500kms−1. Assuming that the low charge
states of Fe responsible for the 6.4 keV emission have the same velocity distribution as
the He- and H-like ions, still leaves an excess width of ∆E ≈ 60 eV. The energy spacing
of the neutral Fe K transitions accounts only for ∆E ≈ 13 eV, but the measured width of
60 eV is consistent with the full spread of transitions from neutral up to Ne-like Fe seen
in an EBIT measurement by Decaux et al. (1995). This indicates the presence of a range
of charge states in this line (Paerels et al., 2000). There is a possibility that the near-
neutral and the highly-charged ions originate from different parts of the wind, which can
cause the fluorescence from either group of lines to show different broadening (Paerels
et al., 2000). While the Fe Kα line width as a sum of broadening and ionization balance
puts strong constraints on the wind parameters (Paerels et al., 2000), good knowledge
of the line distribution of the charge states contributing to this blend are important and
could help to disentangle the broadening from the ionization balance in higher-resolution
observations, leading to new insights into the wind morphology.

Transient collisional plasmas can generally be observed in young supernova remnants.
For example, Yamaguchi et al. (2014) analyze a deep Suzaku observation of the Tycho
supernova remnant. They find that the Kα and Kβ emission peak in different locations
of the supernova remnant, with the Kβ emission being located at smaller radii. Using
theoretical calculations of the line centroids at CCD resolution as a function of charge
state, they also find that the fitted line centers in the spectrum averaged over the whole
remnant indicate a lower charge state for the Kβ emission (Fe8+...10+) than for the Kα
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Figure 1.7: Deep Suzaku observation of the Tycho supernova remnant. The Fe Kα to Kβ line ratio
and centroids suggest a complex ionization structure across the remnant. A two-component
model self-consistently describes emission from two plasmas of different ionization age neτ:
one located at larger radii of the supernova remnant with the charge balance peaking around
Ne-like Fe XVII; the other one at smaller radii and Ar-like Fe IX. — From Yamaguchi et al. (2014).

emission (Fe15+...17+). This is consistent with Kβ being emitted at smaller distances from
the center, where the radiating plasma is expected to have a lower ionization age (Yam-
aguchi et al., 2014). Since the inconsistent line centers and flux ratio suggest the presence
of a range of plasma conditions across the remnant, (Yamaguchi et al., 2014) fit the Fe
lines with a two-component model (Fig. 1.7), where the Kα to Kβ flux ratios of the two
components are fixed to the calculated values for the respective expected charge states.
The best fit of this two-component model is able to describe the data self-consistently.

This analysis heavily relies on atomic data in terms of transition energies and emission
cross sections. Each of the Fe ions up to Ne-like Fe XVII has a complex structure of
transitions that roughly splits into two groups of lines (see Chapter 7). Since the detector
broadening of the CCD spectrum is much larger than the spread in transition energies
for each of the low charge states, determining a single Kα centroid for each ionization
state is a working approach for estimating the peak charge state. However, at calorimeter
resolution of a few eV, the line blend shows more structure than the CCD observation and
is more sensitive to the exact charge balance, although charge states below F-like Fe are
still not resolved. Since ionic systems with this many electrons are notoriously hard to
calculate, the main features of blended transitions in M-shell Fe ions have been measured
as part of this work, using a new very high-resolution crystal spectrometer (Chapter 7).

1.4.3 Perseus Galaxy Cluster

The Perseus cluster is one of the brightest and therefore best studied galaxy clusters,
the largest gravitationally bound objects in the universe (see, e.g., Gursky et al., 1971;
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Forman et al., 1972; Fabian et al., 1981; Boehringer et al., 1993; McNamara et al., 1996;
Fabian et al., 2000; Churazov et al., 2004; Tamura et al., 2009; Simionescu et al., 2012;
Tamura et al., 2014). Because of their large structure and mass, and since they are still
forming, they are excellent tracers for cosmology and other astrophysical processes (Allen
et al., 2011; Hitomi Collaboration et al., 2016). The intracluster medium consists of hot
gas whose mass exceeds that of all the stars in the cluster combined. The dynamics of this
gas are still not well understood (Hitomi Collaboration et al., 2016). To a large extent
this lack of understanding is due to the quality of previous observations. Since galaxy
clusters are spatially very extended and faint objects, gratings observations of them are
not feasible. Existing observations are therefore done at CCD resolution, whose detector
broadening is much larger than the thermal and turbulence broadening of the observed
source. At CCD resolution it is also difficult to judge the exact charge balance of the
emitting gas.

The recent first-light observation of the Hitomi microcalorimeter SXS (5 eV resolution;
Hitomi Collaboration et al., 2016) of the Perseus cluster made a large step forward on
this issue. Figure 1.8 compares the Fe region of the Perseus cluster as observed with
Suzaku and Hitomi. Although the Hitomi spectrum suffers from some difficulties in gain
scale calibration owing to the fact that it was measured during the “turn-on phase” of
the mission, it was possible to constrain the turbulence velocity of the gas from line
broadening to 164 ± 10kms−1 in the central region, revealing a remarkably quiescent
atmosphere (Hitomi Collaboration et al., 2016).

A detailed analysis of the Fe spectrum reveals issues with existing atomic physics models.
Figure 1.9 shows an empirical fit to the data using Gaussian lines centered at laboratory
transition energies of Beiersdorfer et al. (1993). Line lists of the plasma modeling codes
APEC and SPEX (see Table 1.1) were updated and then fitted to the spectrum (Hitomi
Collaboration et al., 2016). The He-like resonance line w has been excluded from the fit
because its line strength can be affected by resonant scattering. In resonant scattering,
a photon from the line of sight is absorbed by an ion, photoexciting the ion to a higher
energy level in the process. The excited ion subsequently decays back into its original
state and emits a photon of the same energy into a random direction. Thus the photon is
effectively scattered out of the line of sight. Resonant scattering is, therefore, a measure
of the mean free path of a photon of this energy and a diagnostic for the ion density in
the plasma. To gauge the amount of resonant scattering, accurate optically thin values of
the excitation cross sections are required. Hitomi ’s SXS has pushed the required accuracy
to a new regime.

For a collisional plasma in the coronal density limit like the intracluster medium, the
dominant line formation processes is from collisional excitation. Consequently, accurate
emission cross sections for excitation through electron impact are especially crucial for
spectral modeling (Beiersdorfer, 2003). Overall, calculations for collisional excitation
rates have a larger practical importance because of the large number of ions and energy
levels involved (Kallman & Palmeri, 2007). But the accuracy of these calculations needs
to be benchmarked by dedicated laboratory measurements. Specifically, the accuracy of
rate coefficients for collisional excitation needs to approach the 10% level in order to
derive tight constraints for the electron temperature and density, the optical depth, and
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we measured a ratio of fluxes in Fe xxv Heα resonant and forbidden 
lines of 2.48 ± 0.16, which is lower than the expected value in opti-
cally thin plasma (for kT = 3.8 keV, the current APEC16 and SPEX17 
plasma models give ratios of 2.8 and 2.9–3.6) and suggests the pres-
ence of resonant scattering of photons18. On the basis of radiative 
transfer simulations19 of resonant scattering in these lines, such res-
onance-line suppression is in broad agreement with that expected for 
the measured low line widths, providing independent indication of 
the low level of turbulence. Uncertainties in the current atomic data, 
as well as more complex structure along the line of sight and across 
the region, complicate the interpretation of these results, which we 
defer to a future study.

A velocity map (Fig. 3b) was produced from the absolute energies 
of the lines in the Fe xxv Heα complex, using a subset of the data for 
which such a measurement was reliable, given the limited calibration 
(see Methods). We find a gradient in the line-of-sight velocities of about 
150 ± 70 km s−1, from southeast to northwest of the SXS field of view.  
The velocity to the southeast (towards the nucleus) is 48 ± 17  
(statistical) ± 50 (systematic) km s−1 redshifted relative to NGC 1275 
(redshift z = 0.01756) and consistent with results from Suzaku CCD 
(charge-coupled device) data20. Our statistical uncertainty on relative 
velocities is about 30 times better than that of Suzaku, although there 
is a systematic uncertainty on the absolute SXS velocities of about 
50 km s−1 (see Methods).

all 1-arcmin-resolution bins have broadening of less than 200 km s−1. 
With just a single observation we cannot comment on how this result 
translates to the wider cluster core.

The tightest previous constraint on the velocity dispersion of a cluster  
gas was from the XMM-Newton reflection grating spectrometer,  
giving11,12 an upper limit of 235 km s−1 on the X-ray coolest gas (that is, 
kT < 3 keV, where k is Boltzmann’s constant and T is the temperature) in 
the distant luminous cluster A1835. These measurements are available 
for only a few peaked clusters13; the angular size of Perseus and many 
other bright clusters is too large to derive meaningful velocity results 
from a slitless dispersive spectrometer such as the reflection grating 
spectrometer (the corresponding limit for Perseus13 is 625 km s−1). The 
Hitomi SXS achieves much higher accuracy on diffuse hot gas owing 
to it being non-dispersive.

We measure a slightly higher velocity broadening, 187 ± 13 km s−1, 
in the central region (Fig. 3a) that includes the bubbles and the 
nucleus. This region exhibits a strong power-law component from 
the AGN, which is several times brighter than the measurement14 
made in 2001 with XMM-Newton, consistent with the luminosity 
increase seen at other wavelengths. A fluorescent line from neutral 
Fe is present in the spectrum (Fig. 1), which can be emitted by the 
AGN or by the cold gas present in the cluster core15. The intracluster 
medium has a slightly lower average temperature (3.8 ± 0.1 keV) than 
the outer region (4.1 ± 0.1 keV). By fitting the lines with Gaussians, 
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Figure 1 | Full array spectrum of the core of 
the Perseus cluster obtained by the Hitomi 
observatory. The redshift of the Perseus cluster 
is z = 0.01756. The inset has a logarithmic scale, 
which allows the weaker lines to be better seen. 
The flux S is plotted against photon energy E.

Figure 2 | Spectra of Fe xxv Heα, Fe xxvi Lyα and Fe xxv Heβ from 
the outer region. a–c, Gaussians (red curves) were fitted to lines with 
energies (marked by short red lines) from laboratory measurements in 
the case of He-like Fe xxv (a, c) and from theory in the case of Fe xxvi 
Lyα (b; see Extended Data Table 1 for details) with the same velocity 
dispersion (σv = 164 km s−1), except for the Fe xxv Heα resonant line, 

which was allowed to have its own width. Instrumental broadening with 
(blue line) and without (black line) thermal broadening are indicated in 
a. The redshift (z = 0.01756) is the cluster value to which the data were 
self-calibrated using the Fe xxv Heα lines. The strongest resonance (‘w’), 
intercombination (‘x’, ‘y’) and forbidden (‘z’) lines are indicated. The error 
bars are 1 s.d.
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Extended Data Figure 1 | SXS spectrum of the full field overlaid with a CCD spectrum of the same region. The CCD is the Suzaku X-ray imaging 
spectrometer (XIS) (red line); the difference in the continuum slope is due to differences in the effective areas of the instruments.
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Figure 1.8: High-resolution Hitomi SXS spectrum of the Perseus galaxy cluster in comparison to
a previous Suzaku observation at CCD resolution. The change in slope of the continuum is due
to differences in effective area. — From Hitomi Collaboration et al. (2016, Fig. 1).
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we measured a ratio of fluxes in Fe xxv Heα resonant and forbidden 
lines of 2.48 ± 0.16, which is lower than the expected value in opti-
cally thin plasma (for kT = 3.8 keV, the current APEC16 and SPEX17 
plasma models give ratios of 2.8 and 2.9–3.6) and suggests the pres-
ence of resonant scattering of photons18. On the basis of radiative 
transfer simulations19 of resonant scattering in these lines, such res-
onance-line suppression is in broad agreement with that expected for 
the measured low line widths, providing independent indication of 
the low level of turbulence. Uncertainties in the current atomic data, 
as well as more complex structure along the line of sight and across 
the region, complicate the interpretation of these results, which we 
defer to a future study.

A velocity map (Fig. 3b) was produced from the absolute energies 
of the lines in the Fe xxv Heα complex, using a subset of the data for 
which such a measurement was reliable, given the limited calibration 
(see Methods). We find a gradient in the line-of-sight velocities of about 
150 ± 70 km s−1, from southeast to northwest of the SXS field of view.  
The velocity to the southeast (towards the nucleus) is 48 ± 17  
(statistical) ± 50 (systematic) km s−1 redshifted relative to NGC 1275 
(redshift z = 0.01756) and consistent with results from Suzaku CCD 
(charge-coupled device) data20. Our statistical uncertainty on relative 
velocities is about 30 times better than that of Suzaku, although there 
is a systematic uncertainty on the absolute SXS velocities of about 
50 km s−1 (see Methods).

all 1-arcmin-resolution bins have broadening of less than 200 km s−1. 
With just a single observation we cannot comment on how this result 
translates to the wider cluster core.

The tightest previous constraint on the velocity dispersion of a cluster  
gas was from the XMM-Newton reflection grating spectrometer,  
giving11,12 an upper limit of 235 km s−1 on the X-ray coolest gas (that is, 
kT < 3 keV, where k is Boltzmann’s constant and T is the temperature) in 
the distant luminous cluster A1835. These measurements are available 
for only a few peaked clusters13; the angular size of Perseus and many 
other bright clusters is too large to derive meaningful velocity results 
from a slitless dispersive spectrometer such as the reflection grating 
spectrometer (the corresponding limit for Perseus13 is 625 km s−1). The 
Hitomi SXS achieves much higher accuracy on diffuse hot gas owing 
to it being non-dispersive.

We measure a slightly higher velocity broadening, 187 ± 13 km s−1, 
in the central region (Fig. 3a) that includes the bubbles and the 
nucleus. This region exhibits a strong power-law component from 
the AGN, which is several times brighter than the measurement14 
made in 2001 with XMM-Newton, consistent with the luminosity 
increase seen at other wavelengths. A fluorescent line from neutral 
Fe is present in the spectrum (Fig. 1), which can be emitted by the 
AGN or by the cold gas present in the cluster core15. The intracluster 
medium has a slightly lower average temperature (3.8 ± 0.1 keV) than 
the outer region (4.1 ± 0.1 keV). By fitting the lines with Gaussians, 
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Figure 1 | Full array spectrum of the core of 
the Perseus cluster obtained by the Hitomi 
observatory. The redshift of the Perseus cluster 
is z = 0.01756. The inset has a logarithmic scale, 
which allows the weaker lines to be better seen. 
The flux S is plotted against photon energy E.

Figure 2 | Spectra of Fe xxv Heα, Fe xxvi Lyα and Fe xxv Heβ from 
the outer region. a–c, Gaussians (red curves) were fitted to lines with 
energies (marked by short red lines) from laboratory measurements in 
the case of He-like Fe xxv (a, c) and from theory in the case of Fe xxvi 
Lyα (b; see Extended Data Table 1 for details) with the same velocity 
dispersion (σv = 164 km s−1), except for the Fe xxv Heα resonant line, 

which was allowed to have its own width. Instrumental broadening with 
(blue line) and without (black line) thermal broadening are indicated in 
a. The redshift (z = 0.01756) is the cluster value to which the data were 
self-calibrated using the Fe xxv Heα lines. The strongest resonance (‘w’), 
intercombination (‘x’, ‘y’) and forbidden (‘z’) lines are indicated. The error 
bars are 1 s.d.
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Figure 1.9: Zoom into the Fe lines of the Hitomi -SXS spectrum of the Perseus cluster. The lines
have been modeled with individual Gaussians. In addition to the He-like Kα lines, transitions
in Li-like and Be-like Fe are clearly visible. (From Hitomi Collaboration et al., 2016, Fig. 2).
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abundances from line ratios (Brickhouse et al., 2006). On a 10% level the accuracies are
better or on the order of the uncertainties of the flux calibration for X-ray observatories.
For example, the absolute flux calibration of Chandra-HETG and of Hitomi -SXS is esti-
mated to be around 10% (Madsen et al., 2017; Eckart et al., 2016), but the the cross
calibration between X-ray spectrometers on various satellites can differ by 20% (Madsen
et al., 2017).

The first measurement of collisional excitation cross sections for highly charged ions
(q > +6) was made with EBIT-I (Marrs et al., 1988, Ne-like Ba;) and at least until 2008
remained the only device measuring these cross sections in highly charged ions for X-ray
astrophysics (Beiersdorfer, 2003; Chen & Beiersdorfer, 2008); see Chen & Beiersdorfer
(2008), e.g., Chantrenne et al. (1992), Wong et al. (1995), Gu et al. (1999a), Widmann
et al. (2000), Gu et al. (2001), Chen et al. (2002), Chen et al. (2005), May et al. (2005),
Chen et al. (2006), and Brown et al. (2006). Currently, we are working on benchmark
measurements for the Fe K-shell transitions to help understand and improve the limita-
tions of the plasma models (Chapter 8).
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It is seen that the radiations fall into two distinct
series, here denoted by the letter K and L [. . . ],
previously denoted by letters B and A. The letter
K and L are, however, preferable as it is highly
probable that series of radiations both more
absorbable and more penetrating exist.

Charles Barkla (1911)

2 Atomic Physics in X-ray Spectroscopy

B EFORE going into details about the laboratory measurements and instruments in-
volved, this chapter presents a quick overview of the relevant atomic physics pro-
cesses. For a slightly more expanded summary of atomic physics refer to Hell

(2012) and references therein.

2.1 Spectral Lines

The following gives a brief introduction on the notations used in the remainder of the the-
sis, based on the Bohr shell model of the atom (Bohr, 1913a,b,c). According to the Bohr
model, electrons are distributed in “shells” around the nucleus. In this model, the differ-
ent possible electron distributions through these shells give rise to the energy levels of
the atom or ion. While the Bohr model (also dubbed planetary model) correctly predicts
the quantization of the atomic energy, it is overly simplified. A better, more thorough
description of the atomic structure is provided by quantum mechanics as developed by
Erwin Schrödinger, Werner Heisenberg, and others, based on the ideas of Louis de Brogli
(Bransden & Joachain, 2003, see also Section 2.2).

The energy levels are often depicted in a so-called Grotrian diagram (Fig. 2.1; Grotrian,
1928). The ground state has the energetically most favorable electron distribution with-
out violating Pauli’s exclusion principle. If at least one electron is located in a shell further
away from the nucleus, the atom or ion is considered to be excited and has a larger en-
ergy than in the ground state. These excited states have a finite lifetime as the ion strives
to return into the energetically more favorable ground state. When the excited electron
decays back into a lower lying level, the excess energy may be emitted in the form of a
photon, which can then be observed. The energy it takes to excite an electron to a con-
tinuum level, where it is no longer bound to the ion, is equal to the ionization potential
of that electron.

The electrons around an atomic nucleus are characterized by four principle quantum
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Figure 2.1: Grotrian diagram of a
He-like ion, showing levels up to
n = 4. The transitions labeled w,
x, y, and z are using the designa-
tion by Gabriel (1972).

numbers nlsm j: the principle quantum number n denoting the shell occupied by the
electron, the orbital angular momentum l denoting its subshell, the electron spin s, and
the magnetic quantum number m j of the electron’s total angular momentum j. Following
Siegbahn, the principle quantum number is often denoted by letters with n= K, L, M, . . .
corresponding to n = 1, 2, 3, . . .. Transitions into the n = 1 shell are therefore called
K-shell transitions, with Kα lines corresponding to n= 2→ 1 transitions, Kβ to n= 3→ 1
transitions, etc (Fig. 2.2). The orbital angular momentum l takes integer values l =
0, 1, . . ., n− 1 labeled with l = s, p, d, f, . . . (continued alphabetically). The spin can take
values of s = ±1/2. The total angular momentum of the electron is the vector combination
of the orbital angular momentum and the spin ranging from j = |l − s|, . . ., |l + s| in steps
of 1. The subshell occupied by an electron is then described as nl j, e.g., 2p3/2. The
magnetic quantum number corresponding to the total angular momentum spans values
of m j = − j, − j + 1, . . ., j − 1,+ j. The Pauli exclusion principle, which states that no two
identical electrons can occupy the same space (Pauli, 1925), therefore allows only two
electrons in the n = 1 shell with subshell 1s1/2 (m j = ±1/2) and opposing spins, while
the n = 2 shell can hold up to 8 electrons, two each in 2s1/2 and 2p1/2 and four in 2p3/2
(m j = ±1/2, ±3/2).

The distribution of multiple electrons in the same ion is called an electron configuration,
e.g., 1s2 2s1/2 for the ground state of Li-like ions, which has two electrons in the 1s1/2

subshell and one electron in 2s1/2. The electron configuration together with how these
electrons couple with each other determines the energy level of the ion. There are two
major coupling schemes that can be used to describe the energy levels: LS or Russell-
Saunders coupling (Russell & Saunders, 1925) and j j-coupling. LS-coupling applies to
low-Z ions, where the electrostatic interaction between electrons is stronger than the
interaction between the electron spin and its orbit (Cowan, 1981). Thus, the orbital an-
gular momenta li of the electrons couple to form the total orbital angular momentum
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Figure 2.2: Siegbahn notation (Siegbahn, 1924) for transitions into the n = 1 K-shell, the n = 2
L-shell, and the n = 3 M-shell. K1 corresponds to the 1s1/2 subshell, L1 to 2s1/2, L2 to 2p1/2, and
L3 to 2p3/2. Transitions from the next higher shell are labeled α and β from two shells higher.
In the hydrogen atom, these series are in general called the Rydberg series (Rydberg, 1889),
and specifically, in order, Lyman series (n = 1, Lyα, Lyβ , . . . ; Lyman, 1906), Balmer series
(n = 2, Hα, Hβ , . . . ; Balmer, 1885), Paschen series (n = 3), Brackett series (n = 4), Pfund
series (n= 5), and Humphreys series (n= 6). (From Thompson et al., 2009, Fig. 1-1).

L =
∑

i li and the electron spins si add to the total spin S =
∑

i si. Both sums again are
vector sums. L and S then couple to the total angular momentum J = |L − S|, . . ., |L + S|.
The energy level is then denoted by the term symbol (2S+1)LJ . Different combinations
of configurations can form the same term. To uniquely identify and distinguish these
different levels, the full configuration and parental terms ((2S+1)L) of electrons coupling
certain subshells are sometimes written down in front of the final term symbol (see, e.g.,
the energy level lists in Palmeri et al., 2008a). For high-Z ions ( j j-coupling), the bound
electrons are more relativistic such that the spin-orbit interaction becomes stronger than
the Coulomb interactions between electrons and the orbital angular momentum li of each
electron first couples with the electron spin si to the electron total angular momentum
ji. The ji then couple to the total angular momentum of the system J =

∑

i ji (vector
sum). Again, including the configuration and parental terms is necessary to uniquely
identify energy levels. Both the LS- and the j j-coupling schemes are mere descriptions
of a physical system. While these descriptions have been tested and found to be largely
adequate as tools, there are systems that do not comply fully with either one of these
descriptions, for example, when the spin-orbit and the Coulomb interaction have com-
parable strengths. These cases are often still described through LS- or j j-coupling, but
other coupling schemes are available.
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Figure 2.3: Sketches of excitation, ionization, and recombination processes.

There are a variety of processes that ultimately lead to spectral line formation (Fig. 2.3).
An excited ion can decay to a lower lying energy level either spontaneously or stimulated,
e.g., by collisions, releasing the energy difference as a photon to form an emission line.
Collisions with electrons (or other ions) can excite an electron from a subshell in one

32
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configuration to a different subshell of a higher-energetic level configuration while at the
same time reducing the kinetic energy of the continuum electron by the corresponding
energy difference between the initial and final level. In radiative recombination, a contin-
uum electron is captured by the ion, reducing the charge by one and releasing the kinetic
energy of the electron and the binding energy of the recombined ion as a photon. If the
released energy matches exactly the energy difference between the recombining ion and
an excited state of the recombined ion, the energy, instead of being emitted as a photon,
is used to excite an electron in the resonant process of dielectronic recombination. The
doubly excited recombined ion then either decays radiatively in cascades to the ground
state, or in the reverse process of autoionization, one of the two excited electrons decays
to a lower level while the other excited electron is ionized back into the continuum. Ab-
sorption of a photon of matching energy leads to photo-excitation, which is a resonant
process. With sufficiently large collision or photon energies, excitation and ionization of
inner-shell electrons is possible. Figure 2.3 shows sketches of these processes.

Ions that have the same number of electrons are generally found in the same same elec-
tron configurations. Ions along such an iso-electronic sequence, therefore, have similar
level structures. The energy splitting of these levels typically scales with powers of the
nuclear charge Z . For example, the structure of hydrogenic ions (ignoring fine structure)
scales from the energy levels of the hydrogen atom as Z2 in the Rydberg energy and
Z−1 in the Bohr radius1 (Friedrich, 1990). For multi-electron ions, however, the scaling
along iso-electronic sequences is not as simple as for the hydrogenic one-electron sys-
tem, because only the electron-nucleus part of the potential energy scales with Z , while
the electron-electron interaction is independent (Friedrich, 1990). Because of the similar-
ities along the iso-electronic sequence, in atomic physics ions are often referred to by their
electronic structure, e.g., He-like for ions with two bound electrons. In astrophysics litera-
ture, on the other hand, roman numerals are traditionally assigned to indicate the charge
state, starting with I for neutral atoms. This follows the lead of early spectroscopists who
denoted the spectrum emitted from neutral atoms of an element as the “first spectrum”,
the one from singly ionized atoms as the “second spectrum”, etc., (Cowan, 1981). Thus,
Li-like Si XII denotes a Si ion with three electrons left.

2.2 Atomic Structure

To calculate the transition energies, we need to know the level structure of the ions and
how this structure is affected by the interactions between the nucleus and the many
electrons. The energy levels of the ion correspond to the solutions of the non-relativistic
Schrödinger equation (Schrödinger, 1926a,b) or the equivalent relativistic Dirac equation
(Dirac, 1928). The simplest atom is the hydrogen atom, consisting of only the nucleus (in
the most abundant form of H this is just a proton) and a single electron (Thomson, 1906),
with hydrogenic ions being similarly simple. Since the electron mass is much smaller
than the proton mass, the hydrogen atom can be reduced to the one-body problem in

1The Bohr radius is the radius of the inner-most shell, i.e., approximate distance of the inner-most electron
to the nucleus.
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an attractive Coulomb potential (Friedrich, 1990), i.e., for these, the Schrödinger/Dirac
equation can be solved analytically and many textbooks therefore use it as an example for
solving the atomic structure (e.g., Condon & Shortley, 1935; Rybicki & Lightman, 1979;
Condon & Odabasi, 1980; Cowan, 1981; Friedrich, 1990; Bransden & Joachain, 2003;
Pradhan & Nahar, 2011). For many-electron systems the Schrödinger/Dirac equation
cannot be solved analytically in general because of the two-body interaction between the
bound electrons. Its solution is therefore derived by applying variational and perturbation
approximations. Kallman & Palmeri (2007) give a concise overview over the various
methods and their names, which we summarize in the following.

The Schrödinger/Dirac equation for multi-electron ions, according to Kallman & Palmeri
(2007), has the general form

(

∑

i

hi +
∑

i j

V e−e
i j

)

Ψ = EΨ. (2.1)

Here, hi are the single-particle non-relativistic Schrödinger or fully-relativistic Dirac Hamil-
tonians describing the kinetic energy of the nucleus and electrons and the interaction of
each electron with the electrostatic Coulomb potential of the nucleus (Coulomb, 1785b);
V e−e

i j are the potentials of the electron-electron interactions, including, e.g., the Coulomb
potential for the repulsion between charges of the same sign (Coulomb, 1785a); and Ψ
is the wave function of the atomic state, which has four components in the fully relativis-
tic case. For the non-relativistic Schrödinger equation, V e−e

i j only includes electrostatic
Coulomb interaction (Kallman & Palmeri, 2007). In case of the fully relativistic Dirac
equation, in addition to the direct electrostatic interaction V e−e

i j includes the positional
correlation of parallel-spin electrons according to the Pauli principle (called the exchange
part of the electrostatic interaction) and the two-body magnetic (Breit) interaction (Kall-
man & Palmeri, 2007).

In the weakly relativistic case, where the particle energy is very close to its rest energy,
components from the Dirac equation up to orders of v2/c2 can be added as relativistic
approximations to the Schrödinger equation and treated perturbatively (Friedrich, 1990).
In the relativistic approximation, the Hamiltonians hi thus include mass-correlation2, Dar-
win3, and spin-orbit4 terms, while spin-other-orbit4, spin-spin, orbit-orbit, spin-contact,
and two-body Darwin terms are added to V e−e

i j . Higher-order relativistic interactions such
as those from quantum electrodynamics have to be included for heavy highly-charged
ions as well. In the non-relativistic treatment, level energies in the ion are 2n2-fold de-
generate (n is the principle quantum number), but this degeneracy is broken partially
in the relativistic approximation and fully relativistic treatment, which gives rise to fine

2The mass-correlation term is also known as the mass polarization term, which is a momentum-dependent
correction to the two-body interaction due to the fact that the center of mass is offset from the position
of the nucleus (Friedrich, 1990).

3The Darwin term is a relativistic correction to the potential, which only acts on l = 0 (Bransden & Joachain,
2003).

4 In the rest frame of the electron, the nucleus and other electrons constitute a moving charge that creates
a magnetic field, which in turn interacts with the electron’s own magnetic moment (its spin; Rybicki &
Lightman, 1979).
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structure splitting that splits each shell into n different levels with j = 1/2, 3/2, . . ., n−1/2
(Bransden & Joachain, 2003). The remaining degeneracy in l is removed by the Lamb
shift5 (Lamb & Retherford, 1947) due to small quantum electrodynamic effects (Brans-
den & Joachain, 2003). For hydrogenic ions, the terms of the relativistic corrections to
the kinetic energy, the spin-orbit interaction, and Darwin have the same order of magni-
tude, but for many-electron ions the spin-orbit term makes the strongest contribution to
the fine structure splitting (Bransden & Joachain, 2003).

While the solution to the angular part of the Schrödinger equation is known exactly, the
radial part does not have an exact solution because of the electron-electron interactions.
Its solution therefore has to be approximated. The simplest approximation is the central-
field approximation (Kallman & Palmeri, 2007; Friedrich, 1990; Bransden & Joachain,
2003). If there was no two-body interaction between the electrons, the Hamiltonians
in the Schrödinger equation would just be the sum of N single-particle Hamiltonians
(Friedrich, 1990) with the eigenfunctions of the hydrogenic ion. To maintain this inde-
pendence of the electrons, the electron-electron interaction is approximated by a mean
single-particle potential (mean field), where the electrostatic repulsion of a given electron
by all the other electrons in the system is described by a screening potential modifying
the electrostatic attraction of the nucleus (Friedrich, 1990). It can be written as (Kallman
& Palmeri, 2007)

∑

j 6=i

V e−e
i j ∼ Vi(r). (2.2)

Then the atomic state function Ψ is simply the product of the atomic orbitals φi of the N
electrons, which are eigenstates of the single-particle Schrödinger equations

{hi + Vi(r)}φi = εiφi . (2.3)

The exact form of Vi(r) can vary between calculations using different theories (Kallman
& Palmeri, 2007; Cowan, 1981; Friedrich, 1990; Bransden & Joachain, 2003).

Variational principles such as the Hartree-Fock approximation (Dirac-Fock in the relativis-
tic case) lead to slightly better solutions of the Schrödinger (Dirac) equation. Define a
trial atomic state function (Kallman & Palmeri, 2007)

Ψ = (N !)−1/2 detφi(x j), (2.4)

called the Slater determinant, where x j includes the spatial and spin coordinate. The
slater determinant ensures that the state function is totally antisymmetric and indepen-
dent of the ordering of the electron labels i, and it therefore ensures that the Pauli prin-
ciple is obeyed6. For the Slater determinant that “best” describes the system the energy
expectation value E[Ψ] remains stationary under small (radial) variations to the atomic

5Vacuum fluctuations of the electromagnetic field act on the electron, causing it to oscillate rapidly, which
effectively smears out the charge from a point to a small sphere. In a non-uniform electric field like that
in the atom, the electron therefore experiences an effective electric potential that slightly differs from the
potential in its mean position (Bransden & Joachain, 2003).

6The determinant vanishes for linearly dependent wave functions φi , i.e., no two electrons can occupy the
same single-particle state (Friedrich, 1990).
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state function (Friedrich, 1990), i.e., (Kallman & Palmeri, 2007)

〈δΨ|
∑

i

hi +
∑

i< j

V e−e
i j |Ψ〉= 0. (2.5)

This variation leads to the Hartree-Fock equations, a system of nonhomogeneous coupled
integro-differential equations that can be solved iteratively (Kallman & Palmeri, 2007).
Electron correlations within an electron configuration are essentially taken into account
by the Hartree-Fock method.

The configuration interaction (CI) approximation makes even further improvements to
solving the atomic structure (Kallman & Palmeri, 2007), as it treats effects of the inter-
action between configurations. Here, the trial atomic state function Ψ is taken as the
superposition of multiple configurations and thus written as an expansion of the configu-
ration state functions Φ (Kallman & Palmeri, 2007)

Ψ =
∑

k

ckΦk (2.6)

where Φk again are Slater determinants (Eq. 2.4) and ck are the mixing coefficients. In
principle, this summation can be extended to large k in order to achieve arbitrarily accu-
rate results (Kallman & Palmeri, 2007). However, the amount of configurations allowed
to interact is usually limited by computer power. In the multiconfiguration Hartree-Fock
(MCHF) and multiconfiguration Dirac-Fock (MCDF) methods, the variation in Ψ is applied
to both ck and φi. If ck is obtained from diagonalizing the multielectronic Hamiltonian
matrix, after φi are derived from the Hartree-Fock equations and the monoelectronic
Hamiltonian (Eq. 2.3), the method is called superposition of configurations approach (Kall-
man & Palmeri, 2007).

In a different, perturbative approach, the many-body perturbation theory (MBPT), the
central field potential Vi(r) is added to the multielectronic Hamiltonian H0 and the re-
maining part of the electron-electron interaction in V e−e

i j is treated as a perturbation term
Hpert such that HΨ = EΨ with

H = H0 +Hpert with H0 =
∑

i

{hi + Vi(r)} and Hpert =
∑

i< j

V e−e
i j −

∑

i

Vi(r). (2.7)

To treat processes that include free electrons from the continuum such as collisional ex-
citation or ionization and recombination, new methods are necessary. The continuum
atomic state function Ψ(ε) for the (N +1)-electron system has to include the free electron
of energy ε as

Ψ(ε) =
∑

α

χαφα(ε) (2.8)

where φα are the free-electron orbitals and χα the atomic state functions of the N bound
electrons (Kallman & Palmeri, 2007). The free-electron orbitals are described by the
Schrödinger equation

{hK
α + ε}φα =

∑

α′

Uαα′φα′ , (2.9)
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with the kinetic one-electron Hamiltonian hK
α and the matrix potential Uαα′ of the atom

or ion acting on the free electron, defined as

Uαα′ =

∫

dx1· · ·dxN χα(x1 · · · xN )U(x1 · · · xN xN+1)χα′(x1 · · · xN ) (2.10)

where U is the sum of the nuclear and electron-electron interaction potentials (Kallman
& Palmeri, 2007).

The simplest approximation to solve these equations is the Born approximation, where
the free-electron orbitals are considered to be plane waves, such that effectively Uαα ∼ 0.
It is most accurate for electron energies far above threshold and for collisions with neutral
atoms. Since the infinite energy limit for scattering off a positive ion is exactly the Born
cross section, which only varies slowly with energy, for positive ions this approximation
provides good background cross sections over wide energy ranges (Kallman & Palmeri,
2007).

A more widely used approximation is the distorted wave (DW) approximation. It neglects
the coupling between different channels and the interaction between continuum states,
i.e., Uαα′ = 0 for α 6= α′ by using the central-field approximation (Eq. 2.3) (Kallman &
Palmeri, 2007). The DW approximation gives good results for background as well as
resonance contributions, but resonances are often excluded from DW excitation rate cal-
culations. At large free-electron energies ε, the DW orbitals are very similar to Coulomb
orbitals with Uαα ∼ −(Z −N)/r, called the Coulomb-Born approximation. If the exchange
part of the electrostatic interaction is included, the methods are called Coulomb-Born-
Oppenheimer or Coulomb-Born-exchange approximation.

All of the above approximations are only valid for free-electron energies much larger
than the binding energy of the targeted bound electron. For low electron-impact energies
and negative ions, the R-matrix method is a more suitable approximation, as it makes
less-restricted assumptions about the wave functions of the continuum electron. It also
includes resonance contributions to the cross sections. In this method, space is divided
into internal regions, where interactions between the free and the target electrons is
strong, and external regions. For the external region, the previous atomic state functions
Ψ(ε) are used with a long-range matrix potential of the form Uαα′(r) =

∑

λ C (λ)
αα′
/rλ+1

(Kallman & Palmeri, 2007). For the internal region, Ψ(ε) is expanded in terms of target
eigenfunctions χ as

Ψ(ε) =A
∑

α

χ̄α
uε,α(r)

r
+
∑

i

ciΦi . (2.11)

Here, the antisymmetrization operator A implements the Pauli exclusion principle, χ̄
includes coupling of the bound states with the angular and spin parts of the free electron,
uε(r)/r is the radial part of φ(ε) and Φi are the bound states of the atom or ion, which
are constructed with the target orbitals for completeness and short-range correlations.
Applying a variational principle to the radial part of the free-electron state functions and
to the mixing coefficients ci produces coupled integro-differential equations, which are
solved using a real, symmetric matrix. Resonances are automatically included in the
atomic state function for the inner region (Eq. 2.11).
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2.3 The Flexible Atomic Code

There are a variety of atomic physics codes available to calculate ion structure, radiative
rates, excitation and ionization processes, and their reverse processes. They range from
non-relativistic to semi-relativistic to fully relativistic treatment of the Schrödinger or
Dirac equation. Most codes use different combinations of the approximations outlined
above to help solve the equations and have different descriptions of the central-field
potential. For nine of these code packages and their variations, Kallman & Palmeri (2007)
summarize which effects are included and which approximations are employed by each
code as pointed out in the last section.

With the exception of Section 6.3.1, atomic data calculations conducted specifically for
use in this work are done with the Flexible Atomic Code FAC (Gu, 2003, 2004b, 2008).
FAC is a fully relativistic code using the Dirac Coulomb Hamiltonian and a modified
Dirac-Fock-Slater central potential (Gu, 2004a). For exchange photons higher order QED
effects are treated through Breit interaction in the zero energy limit, self-energy and vac-
uum polarization effects through hydrogenic approximations, and continuum processes
through the distorted-wave method (Gu, 2004a). The exact theoretical framework and
computational methods are explained in a series of unpublished papers distributed along
with the FAC package.

FAC provides routines to calculate not only the atomic structure, but also bound-bound
(oscillator strengths, radiative rates, collisional (de-)excitation) and bound-free processes
(collisional and photon ionization, dielectronic and radiative recombination). The accu-
racy of FAC, determined from comparisons between FAC and experiments, is a few eV or
10–30 mÅ at ∼10Å for energy levels (other than H-like) and 10–20 % for radiative tran-
sition rates and cross sections (Gu, 2004a). The FAC package also includes a collisional
radiative model that solves the rate equations for collisional ionization equilibrium based
on the previously computed atomic data and outputs a synthetic spectrum. It allows one
to specify the electron distribution either as a Maxwellian or as a mono-energetic beam.
A photon distribution for photoexcitation and -ionization can also be specified. Both al-
low table models for non-standard distributions. Each bound-bound and free-free process
can be excluded from the collisional radiative model. A similar module is available that
solves the population of the magnetic sublevels to determine the polarization of spectral
lines of bound-bound transitions, including effects of cascades. An asymmetry function
provides polarization for radiative recombination into nl orbitals observed at 90◦ to the
electron beam.

2.4 Doppler Broadening

The temperature in a plasma is due to the randomly distributed kinetic energies of its
constituents. This thermal motion of radiation emitting ions causes a broadening of the
observed line profile, called Doppler broadening. If radiation of frequency f0 is emitted
from a source that has a velocity component v along the line of sight, the observed
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frequency f of the radiation is shifted according to the Doppler effect (Doppler, 1842) as

f = f0
�

1+
v
c

�

(2.12)

where c is the speed of light. Statistically, many of the ions in the plasma will have
a velocity component along the line of sight to the observer. Radiation of these ions
is, therefore, observed Doppler shifted. Since these velocities are randomly distributed
among the ions with random orientation in space, however, photons emitted by these
ions show a Doppler shift that is different for each photon. Therefore, these Doppler
shifts in sum do not cause a net shift in the measured line emission from transitions in
these ions, but instead only lead to a broadening of the line, resulting in a Gaussian line
profile.

The ion velocities in a thermal plasma follow the Maxwell-Boltzmann distribution
(Maxwell, 1867; Boltzmann, 1872), i.e., the probability Pv(v)dv for an ion to have a
velocity in the interval [v, v + dv] is

Pv(v)dv =
s

m
2πkT

exp

�

−
mv2

2kT

�

dv (2.13)

where m is the mass of the emitting particle, T the temperature of the ensemble, and k
the Boltzmann constant. To find the Doppler broadening for spectral lines, we need to
find the probability distribution Pf ( f )d f for photons emitted at f0 to be observed at a
frequency f in the interval [ f , f + d f ]. It relates to the velocity distribution as

Pf ( f )d f = Pv(v f )
dv
d f

d f =
c
f0

Pv

�

c
�

f
f0
− 1

��

d f (2.14)

where v f is the velocity that corresponds to a Doppler shift from f0 to f (Eq. 2.12).
Substituting the Maxwellian velocity distribution (Eq. 2.13) into this equation leads to a
frequency distribution of

Pf ( f )d f =

√

√

√
mc2

2πkT f 2
0

exp

�

−
mc2( f − f0)2

2kT f 2
0

�

d f (2.15)

which is a Gaussian profile (Gauß, 1809) with standard deviation σ f =
p

kT/mc2 f0 and
full width half maximum of ∆ fFWHM =

p
8 ln 2 · σ f . The plasma temperature Ti of ion

species i can therefore be derived from the measured line width as

Ti =
mic

2

8 ln 2

�

∆ fFWHM

f0

�2

=
mic

2

8 ln2

�

∆E
E

�2

(2.16)

where E = hf0 is the photon energy of the emitted photon.

Other line broadening mechanisms can result in similar Gaussian line profiles, for exam-
ple from turbulent motion. Averaging over directional velocity distributions that are not
spatially resolved in the observation, e.g., the receding and the approaching edge of a ro-
tating distant object such as stars or accretion disks, also lead to an apparently broadened
line. High particle number density causes Stark broadening, but the density regime of
EBIT and most astrophysical plasmas are too low for this effect. In an EBIT the dominant
line broadening is due to the ion temperature.
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Figure 2.4: Vector representation of angular momenta (a and b) and splitting of magnetic sub-
levels of an np3/2 state in a weak magnetic field (c).

2.5 Polarization

Because of the directionality of the electron beam, radiation produced in an EBIT is
linearly polarized. The ions in an EBIT are excited through collisions with the electrons of
the beam. Electrons in the ion occupy certain orbitals nl jm j where m j = − j,− j+1, . . ., j−
1, j is the magnetic sublevel. The specific fractional population g(m) of these magnetic
sublevels (with

∑

m g(m) = 1) depends on the excitation process: for collisions with
randomly oriented electrons the populations has a statistical distribution according to
the statistical weights of the levels, which in turn leads to isotropic, unpolarized radiation
upon decay of the excited levels. With a directed electron beam, however, the population
is unevenly distributed among the sublevels, causing anisotropy and polarized radiation
(Vogel, 1992). The reason is that the electron beam populates the magnetic sublevels
such that dipole oscillations between −m j and +m j are aligned with the beam. Since the
vectors of, e.g., |m j| = 1/2 and |m j| = 3/2 have a slightly different orientation (Fig. 2.4),
they are populated differently by collisions of the ion with a beam electron.

Measurements at EBIT are done at 90◦ to the electron beam direction. In order to in-
fer the emitted photon flux correctly from the observed radiation, correction factors
for the anisotropy and polarization are needed. Alder & Steffen (1975) and Steffen &
Alder (1975) treat the problem of directional distributions of γ-rays in general. Based
on these publications, Vogel (1992) explain the simpler case for a cylindrical symmetry
and predominant single multipole operator applicable to radiation from excited atoms in
an EBIT. This section summarizes the core equations from Vogel (1992) and final results
(Section 2.5.1) for the correction terms needed for the analysis of excitation cross section
measurements (Chapter 8). For more details, see Vogel (1992) and references therein.

In order to find the polarization of a level with the well defined total angular momentum
Ji, the population distribution among sublevels with component m along the beam axis
has to be found. Here, Ji is the initial angular momentum of a collisionally excited ion
that radiatively decays into a final state Jf. The statistical ensemble of these excited states
emits radiation with a continuous intensity distribution W (θ ,φ). If the emitted radiation
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Figure 2.5: Emission geometry of radiation at
EBIT. The electron beam is on the z axis.
Photons are emitted into the directions k
with meridional and azimuthal angles θ and
φ. The polarization components Wx ′(θ) and
Wy ′(θ ) have electric field vectors along the x ′

and y ′-axis, respectively, where the x ′-axis is
in the plane defined by the beam axis z and
the direction of the photon k. After Vogel
(1992).

is polarized, the degree of polarization varies with the meridional and azimuthal angles θ
and φ of the emitted photon (Fig. 2.5). For the cylindrically symmetric electron and ion
distributions in EBIT, the intensity distribution only varies as W (θ ), i.e, in planes parallel
to the beam axis. This intensity distribution is the non-coherent sum of its polarization
components Wx ′(θ) and Wy ′(θ) (Fig. 2.5), since collisions with electrons from an unpo-
larized electron beam give rise to linearly polarized photons (Inal & Dubau, 1987). The
degree of linear polarization is then defined as

P(θ ) =
Wx ′(θ )−Wy ′(θ )

Wx ′(θ ) +Wy ′(θ )
=

Wx ′(θ )−Wy ′(θ )

W (θ )
, (2.17)

where the denominator W (θ) represents the non-polarized intensity distribution that is
seen by instruments insensitive to polarization (Vogel, 1992). For dipole X-ray lines, the
maximum polarization occurs at 90◦ to the electron beam axis and I‖ = 4πWx ′(90◦) and
I⊥ = 4πWy ′(90◦) such that

P = P(90◦) =
I‖ − I⊥
I‖ + I⊥

=
1− I⊥/I‖
1+ I⊥/I‖

. (2.18)

Expanding the electromagnetic interaction operator Hint in a set of electromagnetic mul-
tipoles and tracing the initial state density matrix to the final state, leads to expressions
for the statistical ensemble (see Vogel, 1992, for details). For a cylindrically symmetric
source, the polarization components then are

Wx ′(θ ) =
dΩ
8π

∑

λ=even

Bλ(Ji) [Aλ(γ)Pλ(cosθ ) + A⊥λ2Pλ2(cosθ )], (2.19)

Wy ′(θ ) =
dΩ
8π

∑

λ=even

Bλ(Ji) [Aλ(γ)Pλ(cosθ )− A⊥λ2Pλ2(cosθ )], (2.20)

where Pλ(cosθ) are Legendre polynomials, Pλ2(cosθ) are associated Legendre polynomi-
als, and Bλ is called the orientation parameter, Aλ the angular distribution coefficient,
and A⊥

λ2 the linear polarization parameter. For linear polarization, the summation is only
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over even λ, for circular polarization the sum would be over even and odd λ. The orienta-
tion parameter Bλ describes the initial state of the system and therefore only depends on
Ji, m, and g(m). The angular distribution coefficient Aλ and polarization parameter A⊥

λ2,
on the other hand, describe the electromagnetic decay. In the sum of the polarization
components (Eq. 2.19 and 2.20)

W (θ ) =Wx ′(θ ) +Wy ′(θ ) =
dΩ
4π

∑

λ=even

Bλ(Ji)Aλ(γ)Pλ(cosθ ) (2.21)

A⊥
λ2 vanishes. Since W (θ ) is by definition unpolarized, all polarization dependence is thus

contained in this polarization parameter. The angular dependence of the unpolarized
emission W (θ) is then solely due to the angular distribution coefficient Aλ. Since A0 =
B0 = 1 for all initial states Ji and transitions and since P0(cosθ) = 1 for all θ , the zeroth
order term describes isotropic emission.

The orientation parameter in cylindrical symmetry is described by

Bλ(Ji) =
∑

m

= (−1)Ji+m [(2λ+ 1)(2Ji + 1)]1/2
�

Ji Ji λ

−m m 0

�

g(m) (2.22)

where the large parenthesis denote the Wigner 3- j symbol that sums over angular mo-
menta and is proportional to the Clebsch-Gordan coefficients. The Wigner 3- j symbol
satisfies triangular relations such that Bλ(Ji) = 0 for λ > 2Ji. As a consequence, Bλ = 0 for
J = 1/2 always, i.e., photons emitted from excited states with Ji = 1/2 such as Lyα2 are
never polarized (the emission in this case is only due to the constant zeroth order term
described above). The isotropy for Ji = 1/2 is completely independent of the final state
Jf, type of transition, and even of the sublevel population of the initial level, e.g., also if
g(−1/2) 6= g(1/2).

Since Aλ and A⊥
λ2 describe the electromagnetic decay of the ion, they depend on both the

initial and final angular momenta, Ji and Jf, and on the multipole operator involved char-
acterizing the transition. The full expression for these two parameters (see Vogel, 1992,
Eq. 10.8 and 10.9) can be simplified for atomic decays, since the transition probability
for higher-order multipoles decreases so fast that they can be neglected. Then Aλ and
A⊥
λ2 only depend on a single multipole transition and can be described by the overlap

between initial orientation state with Ji and random final state with Jf

Fλ(LL′JfJi) = (−1)Jf+Ji−1 [(2λ+1)(2L+1)(2L′+1)(2Ji+1]1/2×
�

L L′ λ

1 −1 0

��

L L′ λ

Ji Ji Jf

�

(2.23)
which vanishes for λ > 2L. Here, L denotes the order of the multipole, e.g., L = 1 for
dipole transitions, and the large curly braces stand for the Wigner 6- j symbol used to add
three angular momenta. For a pure decay then

Aλ = Fλ(LL′JfJi) (2.24)

A⊥λ2 = −Λ(κ)
�

(λ− 2)!
λ+ 2)!

�1/2

�

L L′ λ

1 1 −2

�

�

L L′ λ

1 −1 0

� Fλ(LL′JfJi) = Λ(κ) fλ(L)Aλ (2.25)
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where Λ(κ) is a sign factor for the multipole type κ with Λ(E) = 1 for electric multipoles
and Λ(M) = −1 for magnetic multipoles. In this approximation, the description of the
polarization components simplifies to

Wx ′(θ ) =
dΩ
8π

∑

λ=even

Bλ(Ji)Aλ [Pλ(cosθ ) +Λ(κ) fλPλ2(cosθ )], (2.26)

Wy ′(θ ) =
dΩ
8π

∑

λ=even

Bλ(Ji)Aλ [Pλ(cosθ )−Λ(κ) fλPλ2(cosθ )], (2.27)

where the only difference between electric and magnetic multipoles of the same order
is the sign factor Λ(κ) such that the polarization correction for a magnetic dipole (M1)
has the same functional form as for an electric dipole (E1) transition, but with the polar-
ization components being reversed between them. Calculating W (θ) and P from these
polarization components then leads to the correction factor and degree of polarization
for any transition. For very common transitions, the respective formulae are listed in the
next subsection.

2.5.1 Degree of Polarization for Specific Transitions

E1 transitions

For an E1 transition such as w and y in He-like ions or q in Li-like ions, A4 and higher
orders are zero, and f2(L = 1) = −1/2, thus

Wx ′(θ ) =
1

8π
[1+ A2B2(3cos2 θ − 2)] (2.28)

Wy ′(θ ) =
1

8π
[1+ A2B2], (2.29)

where Wx ′ is perpendicular to the beam for θ = 0 and parallel for θ = 90◦, while Wy ′

is always perpendicular to the beam. Inserting these into Eq. 2.17 and using W (90◦) =
Wx ′(90◦) +Wy ′(90◦) gives

P =
−3A2B2

2− A2B2
and W (90◦) =

1
8π
(2− A2B2). (2.30)

Finally, combining these two equations to express W (90◦) as a function of degree of linear
polarization P results in the polarization correction factor for observations at 90◦ to the
beam that is valid for all E1 transitions:

4πW (90◦) =
3

3− P
. (2.31)

To obtain the linear polarization P for E1 transitions with specific combinations of Ji and
Jf, evaluate the expressions for Aλ (Eq. 2.24) and Bλ (Eq. 2.22) and insert into the first
equation in Eq. 2.30. For example, He-like line w and y have Ji = 1 and Jf = 0 such that
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A2 = 1/
p

2 and B2 = 1/
p

2[g(−1) − 2g(0) + g(1)] and consequently (using the identity
∑

m g(m) = 1) the degree of polarization for lines w and y is

Pw,y =
−(g(−1)− 2g(0) + g(1))

g(−1) + 2g(0) + g(1)
=

g(0)− g(1)
g(0) + g(1)

. (2.32)

The last step makes use of the state populations g(−m) = g(m) being symmetric in the
magnetic quantum number m. The expression for line q, which has half-integer angular
momenta, differs from line w and y with the polarization for Ji = 3/2 and Jf = 1/2

Pq =
−3(g(−3/2)− g(−1/2)− g(1/2) + g(3/2))
3g(−3/2) + 5g(1/2) + 5g(1/2) + 3g(3/2)

=
−3(g(3/2)− g(1/2))
3g(3/2) + 5g(1/2)

. (2.33)

M1 transitions

For M1 transitions only the sign factor changes as Λ(M) = −1 = Λ(E) such that the
polarization correction factor for M1 transitions becomes, in analogy to Eq. 2.31,

4πW (90◦) =
3

3+ P
(2.34)

and the degree of polarization for line z (Ji = 1, Jf = 0) is

Pz =
g(−1)− 2g(0) + g(1)
g(−1) + 2g(0) + g(1)

=
g(1)− g(0)
g(0) + g(1)

= −Pw,y. (2.35)

E2 and M2 transitions

For quadrupole transitions, only A6 and higher are zero such that the degree of polariza-
tion P and the unpolarized distribution W (90◦) include additional terms A4B4 and cannot
trivially be expressed as a function of each other. With f2(2) = ±1/2 and f4(2) = ∓1/12,
the degree of polarization is (Vogel, 1992; Gu et al., 1999b)

P =
±(12A2B2 + 5A4B4)
8− 4A2B2 + 3A4B4

(2.36)

where the top (bottom) sign corresponds to E2 (M2) transitions. If A4B4 � A2B2, the
polarization and angular distribution of E2 (M2) simplify to the expression for M1 (E1)
transitions (Gu et al., 1999a).

For an M2 transition with Ji = 2, Jf = 0

A2 = −
Æ

5/14B2 =
Æ

5/14[2g(−2)− g(−1)− 2g(0)− g(1) + 2g(2)] (2.37)

A4 = −4/
p

14B4 =
Æ

1/14[g(−2)− 4g(−1) + 6g(0)− 4g(1) + g(2)] (2.38)

(2.39)

and therefore the degree of polarization for line x (Ji = 2, Jf = 0) is

Px =
g(−2)− g(−1)− g(1) + g(2)
g(−2) + g(−1) + g(1) + g(2)

=
g(2)− g(1)
g(2) + g(1)

. (2.40)
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2.5.2 Influence on Polarization

For excitation through a single electron impact excitation channel, the sublevel popula-
tion needed to calculate the polarization is characterized by the magnetic sublevel exci-
tation cross sections σ(m) such that g(m) above can be substituted by σ(m) (Hakel et al.,
2007). If the excited levels of an ion are not solely populated from a single lower level
by collisions with beam electrons, i.e., in the presence of other feeding channels, the
degree of polarization of the photon emitted during the decay differs from the expres-
sions shown above. The additional channels can lead to a randomization of the magnetic
sublevel population and thus have a depolarizing effect on the emitted radiation. Such
feeding channels include, for example, cascades from higher levels, radiative recombi-
nation, charge exchange, inner-shell ionization, and collisional excitation from multiple
lower levels. These feeding channels have to be taken into account when calculating the
linear polarization of the observed photons. These contributions can be described analyt-
ically (e.g., Beiersdorfer et al., 1996b) or with a full atomic kinetic model such as, e.g.,
the FAC polarization module, to find the magnetic sublevel population. The influence
of these additional channels have on polarization was explored by, e.g., Inal & Dubau
(1993), Beiersdorfer et al. (1996b), Beiersdorfer & Slater (2001), Hakel et al. (2007),
and Chen et al. (2015).

The expressions for polarization in the previous subsection assume a completely unidi-
rectional beam. However, the beam electrons have a small energy component E⊥ perpen-
dicular to the beam direction, which is related to the radial position on the electron gun
where the electron was born, the electrons spiraling around the magnetic field lines of
EBIT’s superconducting magnet, and a thermal velocity component of the electron beam
(Beiersdorfer et al., 1996b, 1999a; Beiersdorfer & Slater, 2001). The magnitude of this
transverse beam energy is on the order of 100-250 eV (Savin et al., 1998; Beiersdorfer
et al., 1999a; Gu et al., 1999b; Beiersdorfer & Slater, 2001; Chen & Beiersdorfer, 2008).
For electric dipole transitions line w and y, and for the magnetic quadrupole transition
x (its set of orientation parameters resembles that of electric dipole transitions; Beiers-
dorfer et al., 1996b, 1999a), the polarization P0 with E⊥ = 0 is related to the measured
polarization P with E⊥ 6= 0 as (Savin et al., 1998; Beiersdorfer et al., 1999a)

P0 =
2P

2− E⊥(3− P)/Ebeam
(2.41)

and for the magnetic dipole transition z as

P0 =
2P

2− E⊥(3+ P)/Ebeam
. (2.42)

As shown by Beiersdorfer et al. (1999a), this correction is small and well within the un-
certainties of the polarization measurements. Gu et al. (1999a) derive the full formalism
for polarization due to collisions with spiraling electrons.
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Had it not gone well, many of the spectroscopic
measurements of the last 20 years would not
have been possible.

Ross Marrs (2008)

3 Electron Beam Ion Trap

T HE electron beam ion trap (EBIT) was developed at Lawrence Livermore National
Laboratory from the electron beam ion source (EBIS). The goal of its development
was to make it possible to spectroscopically study cold1 highly charged ions at

rest (Marrs et al., 1988; Levine et al., 1988, 1989). At that time, crossed or merged
beam experiments (e.g., Dittner et al., 1987; Gregory et al., 1979) were limited to spec-
troscopic observations of charge states q ≤ +6. Beam-foil experiments and tokamaks
only allowed the study of hot ions (Levine et al., 1988). Donets (1985) demonstrated
EBIS’s potential as a spectroscopic device on Xe52+ ions, however the machine exhibited
some disadvantages precluding its success: achieving high charge states was prevented
by charge exchange from high levels of background gas at room temperature (Marrs,
2008) and ion heating from Coulomb collisions and plasma instabilities in the electron
beam limited the degree of ionization the ions could reach (Levine et al., 1988, 1989).
Additionally, EBIS lacked easy access ports for X-ray spectrometers as it was originally de-
signed as an ion injector for accelerators (Briand et al., 1984; Marrs, 2008). The design
of EBIT was geared towards addressing these issues. As a result, the first trap, EBIT-I,
turned out to be an excellent device for spectroscopy and for testing fundamental atomic
physics, as evidenced by the large number of measurements done (Beiersdorfer, 2008b,
2007). Its main advantages are the ability to select charge states and even excitation
processes by carefully choosing the energy of the mononergetic electron beam (Decaux &
Beiersdorfer, 1993). EBIT spectroscopy soon became a pillar for laboratory astrophysics
in the EUV as well as the X-ray spectral ranges (Beiersdorfer, 2003). Additionally, the
LLNL EBITs provide reference data for laser-produced plasmas (Schneider et al., 2008)
and serve as a calibration facility for line profiles, transmission and reflection efficiencies,
and the quantum efficiency of grating and crystal spectrometers and solid state detectors
(Brown et al., 2010). Comprehensive overviews can be found in a number of papers
(e.g., Marrs et al., 1988; Levine et al., 1988, 1989; Marrs et al., 1994; Beiersdorfer, 2003;

1Typical ion temperatures in EBIT range from as low as 70 eV (Beiersdorfer et al., 1995b) to about 1 keV
(Beiersdorfer et al., 1996a), depending on Z and EBIT conditions. See discussions in this chapter and in
Section 5.5.2.
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Figure 3.1: Schematic
of the EBIT trapping
mechanism (After
https://ebit.llnl.
gov/).

Beiersdorfer et al., 2003a; Beiersdorfer, 2008a; Marrs, 2008) and and in the many disser-
tations done at EBIT (e.g., Vogel, 1992; Wong, 1992; Widmann, 1999; Brown, 2000; Gu,
2000; Thorn, 2008).

3.1 EBIT

In brief, an EBIT is an electron beam coupled with an electromagnetic trap. The electron
beam is guided from the electron gun through a set of three cylindrical electrodes, called
drift tubes, to a collector, where it is absorbed. The electron beam collisionally ionizes
and excites atoms or ions injected into the trap region. To ensure high electron current
densities for these electron-ion interactions, the strong magnetic field provided by a pair
of superconducting Helmholtz coils compresses the electron beam in the trap region to
a diameter of 60–70µm. Radial trapping is provided by the space charge potential of
the electron beam. The axial trap is a potential well provided by setting the middle
drift tube to a lower potential than the bottom and top drift tubes (Fig. 3.1). Six slots
cut into the middle drift tube allow access to the trap for ion injection and observation
with spectrometers, i.e., radiation from electron-ion interactions is observed at 90◦ to the
electron beam.

A sketch of the main components of EBIT is shown in Fig. 3.2. The electron beam is
born by a Pierce-type (Pierce & Millburn, 1952) electron gun. The cathode of the gun
comprises a conically shaped tungsten filament covered with barium oxide as electron
emissive coating. The filament is heated to high temperatures (≈ 1030–1160 ◦C) to over-
come the work function of the material and boil off electrons (thermionic emission). The
conical shape gives an initial directionality to the beam. A pair of bucking coils around
the electron gun counteracts the magnetic field from the trap locally to ensure that the
electrons are born in a field-free environment. A focusing electrode close to the cathode
is followed by the anode biased to high potential, which accelerates the electrons. When
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Figure 3.2: Sketch of EBIT-I
(Courtesy of Klaus Widmann).

the electrons emerge through a hole in the anode, a steering electrode, dubbed the tran-
sition, guides their path to the drift tubes. The three drift tubes are biased to a common
base potential (referred to as the drift tube voltage), which further accelerates the elec-
trons to the desired beam energy. The smaller additional voltages (bottom, middle, and
top drift tube voltages) for the potential well of the axial trap are added relative to this
base potential for each of the individual drift tubes. After the electron beam has passed
through the trap, it is disposed of in a collector electrode. To avoid damage, a magnet on
the collector electrode defocuses and radially expands the electron beam before it hits the
collector. The collector is cryogenically cooled with liquid nitrogen to dissipate the large
amounts of deposited power, P = IV , where I is the beam current and V the collector
potential. The collector voltage is generally set such that the power is ® 300 watts.

Both the ionization rate and the X-ray emission rate are proportional to the current den-
sity je = nev (Marrs et al., 1994). To maximize the je in EBIT, a pair of superconducting
Helmholtz coils mounted around the trap region provides a 3 T magnetic field parallel
to the beam direction that magnetically compresses the beam electrons. Measurements
of the beam profile by X-ray imaging show that the electron beam has a diameter on
the order of 60–70µm (containing 80 % of the electrons), for both low and high beam
energies (Levine et al., 1989; Marrs et al., 1995). At a beam current of over 200 mA, this
corresponds to a current density of around 5000 A cm−2 (Levine et al., 1988; Marrs et al.,
1995). Typical electron densities range from 2 · 1010 to 5 · 1012 cm−3, i.e., EBIT operates
in the coronal density limit (Beiersdorfer, 2003).

The trapped material is ionized by successive collisions with beam electrons, whose en-
ergies are greater than the ionization potential. Since the ions are nearly at rest, the
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electron beam energy limits the highest achievable charge states. The beam energy is
determined by the sum of the base drift tube voltage, the middle drift tube voltage, and
the negative space charge potential of the electron beam itself, and also by the positive
space charge of the trapped ions. While the exact space charge potential of the electrons
is usually unknown, a good estimate can be derived from Gauss’s law to (Brown, 2000)

VSC [Volts] = −5.4
I [mA]

p

Ekin [keV]
(3.1)

where I is the beam current and Ekin the beam energy. The charge of the positive ions
reduces the effect of the electron space charge, typically by about half (Brown, 2000).
Using this estimate, it is usually possible to set the electron beam energy to within 10s
of eV of the target energy (Section 8.4.2). The beam energy can be derived from the
X-ray energy of radiative recombination lines or estimated from the relative strength of
dielectronic recombination resonances (Levine et al., 1989). The electron beam is quasi-
monoenergetic; it has a narrow electron energy distribution with a roughly Gaussian
shape with a FWHM of around 25–50 eV (Levine et al., 1989) that can be attributed to
fluctuations in the space-charge potential in the trap and ripple in the drift tube high-
voltage power supply (Marrs, 2008). The energy spread of the beam can be derived from
the spectral width of radiative recombination lines, provided that they are observed with
a spectrometer of sufficient resolution, or from the width of the intensity variation of
dielectronic resonances with beam energy (Beiersdorfer et al., 1992b).

EBIT-I can reach beam energies up to 18 keV. A high-energy variant, called SuperEBIT
(Fig. 3.3), can reach over 200 keV, sufficient to produce bare U92+ (Marrs et al., 1994).
While in EBIT-mode both the electron gun and the collector are biased to ground po-
tential, for SuperEBIT gun and collector are biased to a large negative potential. The
potential difference of the electron gun to the positive drift tube potential in the trap
determines the large beam energy.

How strongly the ions are trapped is determined by the product of the ion charge, q, and
the trapping potential, Vtrap. Therefore, more highly charged ions are trapped more easily
than lower charge states. The trapped ions have a temperature due to Brownian motion.
Ions in the high-energy tail of the corresponding Maxwellian distribution may have ki-
netic energies larger than the boiling temperature of the trap and escape its potential
well (Levine et al., 1988). Deeper traps tend to retain higher ion temperatures, since the
kinetic energy required to overcome the potential barrier is higher and fewer “hot” ions
can escape.

Due to their temperature, the ions typically have a velocity component perpendicular to
the beam and, consequently, do not spend all of their time inside the beam. If the ion
cloud is hot compared to the radial trapping potential, it will have a much larger radius
than the electron beam and the ions can spend as little as a third of their time inside
the beam (Levine et al., 1988). Although the ion cloud radius is typically larger than the
electron beam, due to the short life time of most excited states, the excited ions typically
emit photons while still in the electron beam. The beam-ion overlap is, therefore, an
important factor for excitation cross-section measurements.

The achievable degree of ionization is affected by several factors. First the amount of time
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Figure 3.3: Picture of SuperEBIT at LLNL with the ECS microcalorimeter (left) and the GFFS
grating spectrometer(right; Courtsey G.V. Brown).

the ions spend inside the beam is limited, as mentioned above, by the ion’s perpendicular
velocity component. This reduces the collision rate with beam electrons. Additionally, the
charge balance is reduced by charge exchange recombination from neutral background
gas, which has a large interaction cross section and occurs while the ions are outside
the electron beam. This effect is kept at a minimum by operating EBIT in high vacuum,
typically on the order of ∼ 10−11 Torr. The presence of background ions in the beam
produced from neutral background gas in EBIT also reduces the effective collision rate
between beam electrons and the ions being studied. This effect is, as in the case of charge
exchange, mitigated by operating at high vacuum.

One of the largest challenges that had to be overcome in order to trap and study truly
highly charged ions, such as H-like and bare uranium, is the heating of the ions by the
electron beam. This problem was addressed by a serendipitous discovery (Marrs, 2008).
The laws of momentum conservation dictate that in a collision between a low-mass and
a more massive body, such as collisions involving a low-Z and a high-Z ion, the lighter
constituent will carry away the higher velocity. The hotter (faster) ions are more likely
to leave the trap, and when they do, they take energy with them, effectively lowering
the average temperature in the trap. This process is referred to as evaporative cooling
and can be encouraged by injecting small quantities of low-Z material along with the
higher-Z material to be studied (Levine et al., 1988; Schneider et al., 1989). As a result
of evaporative cooling, ions remain in the beam longer and in turn can become more
ionized. For example, Au ions stayed in the trap for over 4 h after a single injection
(Schneider et al., 1989).
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Figure 3.4: Charge state evolution with EBIT phase.

While long trapping times can be achieved through evaporative cooling, they have an
unwanted side effect. Barium (Z = 56, Ba) and Tungsten (Z = 74, W) ions evaporating
from the electron gun can migrate into the trap. Since these are fairly high-Z elements
compared to the astrophysically relevant lower-Z elements studied here, over time they
dominate the trap population. As a result, Ba has been the first element to be observed
spectroscopically with EBIT (Levine et al., 1988; Marrs et al., 1988), when it was first
turned on without ion injection. To avoid accumulation of these contaminants, the trap
is periodically emptied: by lowering the top drift tube below the potential of the middle
drift tube, all trapped ions are dumped. The time between two dumps is called the EBIT
phase or EBIT cycle time. Figure 3.4 is a scatter plot of measured X-ray energy as a
function of EBIT phase for K-shell transitions in Fe. Very low charge states dominate the
spectrum in the first few milliseconds, but quickly ionize to higher charge states. By time
tagging each detected photon with its EBIT phase, one can analyze the portion of the
spectrum only at equilibrium.

EBIT is operated in one of two modes: the electron trapping mode and the magnetic
trapping mode. In electron trapping mode, the electron beam is on and traps the ions
radially. The electron beam can be held at a constant, mono-energetic energy or can be
“swept” either linearly between different energies or in a function defined by the user2. In
magnetic trapping mode, the beam is turned off during part of the EBIT phase and ions
are trapped radially by the 3 T magnetic field, i.e., together with the electric potential
of the drift tubes, EBIT acts like a Penning trap in this mode. All the measurements
presented in this thesis were completed using the electron trapping mode at constant,
mono-energetic beam energies.

2Using an arbitrary function generator attached to the drift tube and anode power supplies, the electron
beam energy and beam current have been swept to create a quasi-Maxwell-Boltzmann electron distribu-
tion (truncating the very low- and high-energy tails of the distribution) for several temperatures (Savin
et al., 2000)
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3.2 Injection Methods

Of the first 98 elements of the periodic table, 75 have been injected into the Livermore
EBITs. With its mono-energetic beam and narrow charge state distribution, EBIT is emi-
nently suited to unravel cross sections and transition wavelengths of X-ray emission due
to separate atomic physics processes (Marrs et al., 1988). To keep this advantage and
in order not to add any new degeneracy from line blends of different ion species, it is
important to be able to study, and therefore inject, individual elements separately.

There are several methods available to inject material into EBIT. The currently most
commonly used injection method is a ballistic gas injector. Using a differential pumping
scheme, the gas injector introduces a collimated stream of neutral gas directly into the
trap region (Vogel, 1992). To avoid accumulation of neutral background, the gas stream
is aligned such that it crosses the electron beam, where the atoms are directly ionized
and captured. The injection pressure, and therefore the amount of injected material,
is regulated with a thermal valve and can be finely tuned to a constant pressure. It is
typically in the range of 10−8 to 10−6 Torr, i.e., 104 to 105 times as high as the EBIT base
pressure. In addition to actual gases, liquids with a very high vapor pressure at room
temperature, relative to the gas injector’s base pressure of 10−7 Torr, can also be installed
on the gas injector.

Solids with high vapor pressure (≥ 10−7 Torr at ≤ 200◦C; e.g., certain metalocenes or
metals with low melting points), however, are instead injected with a sublimation injec-
tor. While the vapor from the sublimator is collimated and also aligned to intercept the
electron beam, unlike the gas injector, it does not produce a finely directed atomic stream
and has an adjustable yet not as well-defined and reproducible gas pressure. Metal ions
can be injected with a Metal Vapor Vacuum Arc (MeVVA; Brown et al., 1986), where
a triggered high-voltage breakdown liberates ions from the cathode. Other methods in-
clude wire probes plated with small amounts of source material and placed near the
electron beam (Elliott & Marrs, 1995), which are especially useful for highly radioactive
material that would otherwise contaminate the hole injector; organometallic injection
(Ullrich et al., 1998), e.g., W(CO)6; laser ablation where atomic vapor is produced by a
high-intensity laser (Niles et al., 2006); a Knudsen cell (Yamada et al., 2007), which is
essentially a high-temperature oven for metallic compounds (≤ 1900◦C); and a neutral
metal injector for rare earth metals with high vapor pressures like Eu (≥ 10−7 Torr at
≤ 1000◦C; Magee et al., 2014).

Not all of these different injectors can be mounted on one of the 90◦ ports. Due to the
strong magnetic field, only neutral material can be injected into the trap through the side
ports perpendicular to the field. Charged particles such as the 1–3 times ionized material
produced by the MeVVA can only enter the trap from the top, i.e., parallel to the magnetic
field lines. Moreover, the employed injection method depends strongly on the material to
be injected and partially on the application, which defines whether pulsed or continuous
injection is more desirable. For targeted and calibration measurements discussed in this
work, we only used the ballistic gas injector (F, Ne, Mg, Al, Si, S, Cl, Ar, V, Fe) and the
sublimator (Mn, Ni, Os).
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3.3 Spectrometers

The photons produced at EBIT are observed with a number of EUV and X-ray spectrom-
eters, including various types of solid state, grating, and crystal spectrometers, and a
microcalorimeter. Overall, instrumentation at EBIT spans the electromagnetic spectrum
from the visible to the X-ray region (about 1–7000 Å, Beiersdorfer, 2003). The choice of
spectrometer or combination of spectrometers depends on the scope of the experiment.
This section gives a brief overview of some of the X-ray spectrometers available at EBIT.
Typical spectral ranges and resolving powers of these spectrometers are shown in Fig. 3.5.
For a detailed description of the two spectrometers used for the measurements presented
in this work, refer to Chapters 4 and 5.

Diffractive Spectrometers

Diffractive or wavelength dispersive spectrometers use a diffracting medium – gratings
or a crystal – to spatially separate the photons with different wavelengths, which are
then observed with a position sensitive detector, e.g., a charged coupled device (CCD) or
a position sensitive proportional counter (PSPC). These spectrometers typically achieve
higher resolving powers and are preferentially used for highly accurate wavelength mea-
surements. Due to their geometry, however, wavelength dispersive spectrometers tend
to cover only a rather limited wavelength region at a single setting and have relatively
small throughput. For variably spaced flat field gratings, for example, the limiting fac-
tor is often the size of the detector (CCDs commonly have 1 inch chip sizes) and could,
in principle, be alleviated by using multiple detectors in the image plane (see, e.g., the
High-Energy Transmission Gratings on-board the Chandra X-ray Observatory; Canizares
et al., 2005). For crystal spectrometers, the prevailing issue limiting the spectral region
is the finite length of the crystal.

Crystals can only diffract photons with wavelengths about an order of magnitude below
and up to their 2d lattice spacings (see Section 5.1), which naturally limits their overall
useful wavelength region (varying as a function of the specific crystal cut) to 0.14 to
25 Å (Thompson et al., 2009), corresponding to an energy range of 0.5–88 keV. Gratings
follow a similar diffraction rule with respect to their groove size, where smaller groove
size diffracts shorter wavelengths. Limits in manufacturing make it inefficient to diffract
higher energy photons, i.e., photons with energies greater than ∼ 1–2 keV. Additionally,
the grating efficiency falls off rapidly at higher photon energies (Galeazzi et al., 2000).
Therefore, their main application is in the extreme ultraviolet and soft X-ray region (be-
low 10–400 Å or below about 2 keV).

Examples of grating spectrometers at the Livermore EBIT facility are the X-ray and Ex-
treme Ultraviolet Spectrometer (XEUS; Utter et al., 1999b; Beiersdorfer et al., 2006,
2008), the Long Wavelength Extreme Ultraviolet Spectrometer (LoWEUS; Beiersdorfer
et al., 1999b), the Gold Flat Field Spectrometer (GFFS; Beiersdorfer et al., 2004b), and
the High-resolution Grazing incidence Grating Spectrometer (HIGGS; Beiersdorfer et al.,
2014c). LoWEUS covers a wavelength range of about 200 Å with a resolving power of
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Figure 3.5: Approximate resolving power for a selection of spectrometers at the LLNL EBITs as a
function of photon energy. The lines only cover the approximate energy region accessible with
the respective spectrometer.
Spectrometers displayed include: EBIT Calorimeter Spectrometer (ECS) low-energy and
high-energy pixels, its predecessor XRS/EBIT v2, and its successor the Transition Edge Mi-
crocalorimeter Spectrometer (TEMS) arriving in the near future (Porter et al., 2009b); the
EG&G Iglet high-purity Ge detector; Charged Coupled Devices (CCDs), which at EBIT are only
used as position sensitive detectors in conjunction with gratings or crystals; position sensitive
proportional counters (PSPCs), again only used with crystal spectrometers; the Gold Flat Field
grating Spectrometer (GFFS; Beiersdorfer et al., 2004b); the High-resolution Grazing incidence
Grating Spectrometer (HIGGS; Beiersdorfer et al., 2014c); the X-ray and Extreme Ultraviolet
grating Spectrometer (XEUS; Utter et al., 1999b; Beiersdorfer et al., 2006); the Long Wave-
length Extreme Ultraviolet grating Spectrometer (LoWEUS; Beiersdorfer et al., 1999b); and
the Blue flat crystal spectrometer using a RAP crystal (Brown et al., 1999).
Some of the crystal spectrometers like EBHiX (Beiersdorfer et al., 2016c) or the spectrometer
described by Beiersdorfer (1997) have such high resolving powers that the resolution of the
spectrometer is limited by the thermal or Doppler broadening of the trapped ions. Since the
resolving power due to thermal broadening depends on the nuclear mass of the observed ions,
the region for the thermal broadening marked in the graph is scaled to the specific ion whose
K-shell transitions falls into this energy region, e.g., Si around 1.9 keV and Fe around 6.7 keV.
For example, Fe lines observed around 100 eV (100 Å) have the same Doppler-limited E/∆E as
Fe lines at 6.7 keV, deviant from the broadening marked at 100 eV.

about 400. GFFS and HIGGS, in contrast, while having a large accessible wavelength
range (GFFS: below 10 Å up to 50 Å; HIGGS: below 10 Å to above 300 Å), can only ob-
serve a small window of this range at a time (GFFS: 6 Å at around 16 Å or 10 Å at 38 Å;
HIGGS: 14 Å at 100 Å or 21 Å at 200 Å), but with a much larger resolving power (GFFS:
600 at 16 Å up to 1200 at 38 Å; HIGGS: 4800 at 100 Å). In fact, the resolving power of
the HIGGS is so high that it is limited by the ion temperature of the trapped ions.

Two general types of crystal spectrometers are in use at EBIT (Beiersdorfer, 2003), flat
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crystal spectrometers in the 4–25 Å (0.5–3 keV) region (e.g., Brown et al., 1999) and
bent crystal spectrometers below about 5 Å (above 3 keV). Bent crystal spectrometers
are designed to increase the observed X-ray flux through their focusing properties. For
examples of cylindrically bent crystals, see, e.g., Beiersdorfer (1990). For a discussion of
the most recent spherically bent crystal spectrometer OHREX (Beiersdorfer et al., 2016b)
see Chapter 5. Wavelength range and resolution depend strongly on the employed crystal
and Bragg angle (Beiersdorfer et al., 1997a); see the X-ray data booklet (Thompson et al.,
2009) for a table of crystal cuts.

For gratings and for those crystal spectrometers using a flat crystal or the von Hámos
geometry the diffraction geometry dictates that the source cannot be extended in the
dispersion direction. Since the main contribution to the radiation observed from EBIT
comes from ions within the electron beam, EBIT is a line source and effectively acts like a
slit for diffractive spectrometers (Beiersdorfer et al., 1990a; Crespo López-Urrutia et al.,
2002). Therefore, traditionally grating (e.g., Beiersdorfer et al., 1999b, 2004b, 2014c;
Utter et al., 1999b,a; Lapierre et al., 2007) and crystal (e.g., Beiersdorfer et al., 1990a;
Beiersdorfer & Wargelin, 1994; Beiersdorfer et al., 2004a; Brown et al., 1999; Nakamura,
2000; Thorn & Beiersdorfer, 2004; Kubiček et al., 2012) spectrometers are mounted with
the dispersion plane perpendicular to the electron beam direction.

Non-diffractive Spectrometers

Non-diffractive or energy dispersive spectrometers on the other hand aim to reconstruct
the photon energy deposited into an absorbing medium. In traditional non-diffractive
spectrometer types, the photon energy is proportional to the pulse height of an electri-
cal signal induced by the absorbed photon, e.g., the size of the electron avalanche in a
gas proportional counter or the number of electrons lifted from the valence band to the
conductance band in a semi-conductor (CCDs, high-purity Ge detectors). These spectrom-
eters cover a broad energy range (CCD: up to ∼ 10 keV; HpGe: up to ∼ 100 keV) and have
a large effective area. But the energy resolution is limited by the random exchange of
electrons into the conductance band gap and even more by statistical fluctuations of the
fraction of photon energy converted into the detection channel3, e.g., electron-hole pairs
in semiconductors or free charge in ionization detectors (McCammon, 2005b; Galeazzi
et al., 2000). These fluctuations affect the resolution more severely in proportional coun-
ters than in semiconductors: the energy needed to ionize the gas in the proportional
counter is up to an order of magnitude larger than the energy needed to cross the band
gap in a semiconductor. A photon of energy Eγ, therefore, produces fewer charge carriers
in the proportional counter than in the semiconductor and fluctuations in the fraction
of energy converted thus result in larger relative variations, i.e., lower resolution, for
the proportional counter. At EBIT, the main application of these spectrometers has been
the observation of weak signals such as radiative recombination photons, observation of
photons with high energies (∼ 10 keV), or observations where fast feedback is required.

3A channel is any form the internal energy of the detector can take (McCammon, 2005b). The detection
channel is the channel that is read-out and monitored for a signal in response to a photon event.
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More recently, micro-calorimeters, which measure the temperature change of an absorber
due to the energy deposited by the incident photon, have been developed for X-ray
spectroscopy and employed at EBIT (Porter et al., 2008b). Unlike ionization detectors,
calorimeters are equilibrium detectors where all channels are in equilibrium, i.e., the
photon energy is completely converted into a single detection channel, in this case heat.
Calorimeters can, at least theoretically, achieve unlimited energy resolution (McCammon,
2005b). Their operating principle and use at EBIT is discussed in Chapter 4. They fill the
gap for high-resolution broad-band spectrometers and open up new regimes for obser-
vations especially of extended sources4. For example, the first and second generation of
calorimeters at EBIT-I added high-resolution measurements of X-ray emission following
charge exchange recombination and measurements of absolute impact excitation cross
sections for Fe L transitions to the suit of measurement capabilities at EBIT (Porter et al.,
2005). The third generation extended the excitation cross section measurements further
to K-shell transitions of L-shell ions for elements in the Fe group (Chapter 8).

4Spherical crystal spectrometers have imaging properties (see Chapter 5) and can be used with extended
sources, but have small energy coverage, small effective area, and are unsuitable for space-born X-ray
observatories.
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The first four experiments prove, that there are
rays coming from the sun, which are less
refrangible than any of those that affect the sight.
They are invested with a high power of heating
bodies, but with none of illuminating objects;
and this explains the reason why they have
hitherto escaped unnoticed.

Sir William Herschel (1800a) about infrared
radiation

4 ECS – The EBIT Calorimeter
Spectrometer

H ISTORICALLY, calorimeters were used to measure the heat capacity of materials or
the heat produced in chemical reactions or in physical changes. In 1800, when
Sir William Herschel discovered infrared radiation (“calorific rays”) by holding

a thermometer just behind the red edge of the visible light diffracted by a prism and
observed a temperature change (Herschel, 1800a,b), a thermal measurement was used
for the first time to detect invisible radiation (Enss, 2005). After Franz Eugen Simon
found in 1935 that low temperatures significantly increase the sensitivity of calorimeters
for radiation (Simon, 1935), calorimeter-type detectors have commonly been used as
bolometers for infrared radiation (Low, 1961; Moseley et al., 1984). In 1984, Moseley
et al. proposed to adapt these thermal detectors for the X-ray regime, recognizing their
potential to fill the gap between low-throughput high-resolution wavelength-dispersive
detectors and high-throughput low-resolution solid state detectors. Within only a few
years, these spectrometers overcame the resolving power of conventional ionization de-
tectors by almost an order of magnitude (Enss, 2001). Cryogenic X-ray calorimeters have
been a thriving field of research since then and have made further leaps in resolution
(Porter et al., 2005; Porter, 2013; Bandler et al., 2016). This chapter describes their oper-
ating principle and the specific parameters of the ECS currently in use at the LLNL EBIT
facility.

4.1 Operating Principle

Basically, an X-ray microcalorimeter consists of an absorber – used to absorb the incident
photon and thermalize its energy –, a thermometer – used to measure the resulting tem-
perature change –, and a heat bath – used to dump the absorbed energy and bring the
detector back to its base temperature.
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Figure 4.1: Sketch of the
calorimeter operating
principle.
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When the X-ray is absorbed, it produces a photo-electron that is “hot”, i.e., has high en-
ergy compared to the rest of the absorbing body due to the excess energy not needed
in the ionization process. Collisions with other electrons in the absorber decrease the
average energy of the involved electrons. Once the average energy becomes low enough
(on the order of a few eV; Twerenbold, 1996), the electrons start to couple with the
phonons and the absorber heats up. This process is called thermalization. In the case
of the ECS, the corresponding temperature change is monitored by a thermometer sen-
sitive to small changes at low temperatures. The microcalorimeter detector in the ECS
uses doped Si semi-conductors1 as resistive thermistors. The measured signal from the
thermistor is proportional to the photon energy, Eγ, of the incident X-ray (Galeazzi et al.,
2000). Through a weak thermal link, the absorber/thermistor assembly is connected to
a heat sink where the excess heat from the absorbed X-ray is dumped after detection and
the detector returns to its reference temperature.

Absorber

To ensure high resolution and high count rate, the absorber material needs to fulfill cer-
tain thermal requirements. The absorber must be sensitive to small amounts of absorbed
heat and it must cool to its base temperature quickly. These requirements necessitate
absorbers with low heat capacity, C . The heat capacity determines the amplitude of the
temperature change in the absorber as a result of an absorbed photon, ∆T ∼ Eγ/C . The
return to the reference temperature depends on the heat capacity of the absorber and the
heat conductance, G, of the weak thermal link via

T (t) = Eγ/C · exp (−t/τ0) (4.1)

where τ0 = C/G is the time constant of the thermal decay (Fig. 4.1; Moseley et al., 1984;
McCammon, 2005b). To achieve high resolution, large signal amplitudes are desirable,
and thus small heat capacities. Small heat capacities also dictate fast thermal decay rates,
and in turn the ability of the system to handle high photon count rates. In order for
the observed amplitude ∆T of temperature change to be a good measure of the photon
energy, the energy of the photon must be well thermalized before the heat in the absorber
is dissipated into the heat sink, i.e., thermalization must be fast – on time scales of t <

1Other thermometer types are possible (McCammon, 2005b; Bandler et al., 2016).
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τ0 (Enss, 2001). Long decay times τ0 lead to long dead times. The heat capacity at
low (cryogenic) temperatures scales as T3 (Debye, 1912, model), in case of crystalline
insulators. For semimetals, which have a small amount of free carriers, aT3 + bT is
a better model for the heat capacity. Calorimeters are therefore operated at very low
temperatures, typically at T < 0.1K. Different absorber materials have been tested (see,
e.g., Galeazzi et al., 2000, and Smith et al., 2014b, for a discussion of advantages and
disadvantages of different types of material) and the material chosen for the ECS is the
semimetal HgTe, a narrow-gap semiconductor (Enss, 2001), for its fast thermalization
properties and small heat capacity (Kelley et al., 1999).

The absorber mass also plays a role in the heat capacity. Therefore, the absorber is de-
signed with a small volume (Galeazzi et al., 2000). The thickness of the absorber deter-
mines the stopping power for energetic photons and needs to be adapted for the energy
range of interest (Section 4.4.2), in a compromise between detection efficiency and res-
olution. To maintain a large detector area for better counting statistics when observing
spectra, multiple of these small calorimeters are assembled as pixels in a detector array.

Readout

For semi-conductor thermistors, the resistance change of the thermometer is measured
by applying a bias voltage and monitoring the voltage drop across the thermistor at con-
stant readout current (McCammon, 2005b). The voltage bias is accomplished with a
load resistor whose resistance is so large (120 MΩ for the ECS) compared to the ther-
mistor that it dominates the factors determining the readout current. Junction gate field
effect transistors (JFETs) are used as pre-amplifiers to match the thermistor impedance
to the impedance of the calorimeter analog processor (CAP) that amplifies the signal and
prepares it for digitization (Thorn, 2008). A digital processor (see below) analyzes the
signal for pulse height, arrival time, and additional information. JFETs have to be oper-
ated above ∼ 100 K to prevent charge carriers from “freezing out” (Kelley et al., 1999).
For the ECS a JFET operating temperature of 130 K is chosen to minimize their noise
contribution to the read-out signal. Beyond the JFETs, signal processing happens at room
temperature. Each pixel in the ECS has its own individual readout chain. For more de-
tails on readout, see, e.g., McCammon (2005b), Irwin & Hilton (2005), and Porter et al.
(2005).

Noise sources

There are a number of different noise sources that can influence the detector performance
and degrade the detector resolution (Mather, 1982; Moseley et al., 1984; Stahle et al.,
1999; McCammon, 2005b,a). A major noise source is thermodynamic fluctuation noise
(phonon noise) caused by the random exchange of energy between the absorber and heat
sink via the thermal link. This phonon noise is associated with the thermal impedance
of the detector. The derivatives of the partition function of the system show that the
spontaneous energy fluctuation of the detector ∆E relates to the temperature T and heat
capacity C of the system as 〈∆E2〉 = kBT2C , i.e., the phonon noise scales as

p
C ∼

p
T3
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and is independent of the thermal link heat conductivity G (Moseley et al., 1984). The
phonon noise is therefore lower for detectors with smaller heat capacities and low op-
erating temperatures. Another major noise term is the Johnson or Nyquist noise of the
thermometer, i.e., thermodynamic fluctuations associated with the electrical resistance of
the thermometer (Irwin & Hilton, 2005). This noise is approximately white. Electrical
noise from JFETs and amplifiers also add to the thermal noise. Additional noise sources
are fluctuations in the temperature of the heat bath, microphonics in the electrical leads,
Johnson noise in the leads, shot noise (white noise) from stray photons, and poor cou-
pling of the heat capacity of the absorber to the thermometer (Irwin & Hilton, 2005).
These noise sources can be suppressed by proper detector design. Further excess noise
can be caused by external noise sources such as pickup at harmonic frequencies of the
60 Hz power grid and other vibrations such as nearby turbo pumps. These noise sources
appear as discrete noise tones in the frequency spectrum.

Pulse shape

As with all detectors, the event pulse has to be detected and filtered out from the back-
ground of noise sources. Compared to thermodynamic fluctuations, an X-ray photon
event causes a larger increase in temperature and can easily be detected in the derivative
of the signal. This distinct sharp rise, however, can be masked by the other noise sources
such as the Johnson noise from electrothermal feedback, making signal identification
harder. While a simple comparison of the pulse height over the baseline already yields
better resolution than non-thermal solid-state detectors, with additional information it is
possible to reach even higher resolution.

This additional information can be obtained by analyzing the pulse shape in frequency
space rather than as a function of time: The power spectrum2 of the exponential pulse
of the photon event and the noise power spectrum of the thermodynamic fluctuations
have the same shape (Fig. 4.2; McCammon, 2005b) – constant at low frequencies and a
roll-off to 1/ f at a frequency of fc = G/(2πC) – but different amplitudes. Therefore, the
signal-to-noise ratio is the same in each frequency bin. With the noise being uncorrelated
between different frequency bins as long as the noise properties do not change during
the pulse – which is only true in the small signal limit –, each bin gives an independent
estimate of the signal amplitude and the accuracy of the averaged amplitudes improves
with the square root of used frequency bins.

Theoretically, using this method the pulse height could be determined to an arbitrarily
high accuracy, simply by averaging over a large frequency bandwidth. However, the other
sources of noise can change the 1/ f fall-off of the noise spectrum and, therefore, limit
the useful frequency range. For example, the finite rise time of the pulse and imperfect
thermal coupling between absorber and thermometer introduce another roll-off at high
frequency after which the noise spectrum falls faster with 1/ f 2. Frequency-independent
or shot noise, caused by thermal radiation and visible light and by the read-out electron-
ics and Johnson noise of the thermometer, lead to a flattened total noise spectrum once

2Transformation of the pulse shape as a function of time into the frequency domain.
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Figure 4.2: Power spectra of
the noise and signal pulse
in a microcalorimeter. The
dimensions for the signal
spectrum are different than
for the noise spectra. If
fc is the roll-off point of
the thermodynamical fluc-
tuation noise (TFN), the up-
per limit of the useful band-
width is r fc, where r is the
ratio of the low-frequency
TFN and the Johnson noise
(thermometer noise). —
From McCammon (2005b,
Fig. 3).

the thermodynamic fluctuation noise reaches the level of the shot noise (Fig. 4.2; Mc-
Cammon, 2005b). To maximize the energy resolution, which is equivalent to maximizing
the useful frequency range, the detector needs to be optimized to keep the shot noise low
and to push any further roll-off frequencies beyond the frequency where the thermody-
namic fluctuations reach the shot noise level. For details on how to accomplish this, see
McCammon (2005b).

4.2 Optimal Filtering

Fourier transforming signals into the frequency domain is computationally expensive and
not economical for real-time analysis of the pulse height for each event. To still take ad-
vantage of the improved amplitude determination of averaging the amplitude estimates
over multiple samples, a technique called optimal filtering is employed. In this technique,
which is described by Szymkowiak et al. (1993), templates for typical pulse shapes in-
cluding noise contributions are constructed in the time domain, which then can be scaled
to match the pulses of incoming events.

4.2.1 Templates

The method of template fitting (Szymkowiak et al., 1993) assumes that all pulses have
the same shape S(t), only differing by the amplitude A, corresponding to the pulse height,
i.e., A · S(t). This assumption is true to a high degree, but small variations in shape as a
function of photon energy can occur. To find the best estimate H for the pulse height, we
use the average pulse shape as a model and find the best fit to the data, D(t). Since the
noise in the data is correlated between time bins, but not between frequency bins, the χ2
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minimization is done in the frequency domain, with

χ2 =
∑ [D( f )−H · S( f )]2

N2( f )
(4.2)

where, due to the Fourier transform, ∆ = D( f )−H · S( f ) is now a complex quantity with
magnitude [∆]2 =∆ ·∆∗. Setting dχ2/dH = 0 and transforming the result back into the
time domain follows

H = k ·
∑ [D( f ) · S∗( f )]

N2( f )
= k′ ·

∑

D(t) · F(t) (4.3)

where k and k′ are normalization constants and F(t) =F−1
�

S∗( f )/N2( f )
�

is the optimal
filtering template. The template, therefore, depends only on the Fourier transforms of
the average pulse shape S(t) and on the noise spectrum N( f ).

Templates are created for each detector pixel individually. To ensure sufficient time be-
tween pulses, measurements with small event rates are used. The average pulse shape
S(t) is calculated by averaging over multiple pulses generated by mono-energetic X-rays.
In the absence of a mono-energetic X-ray source, narrow software cuts can be set in the
risetime-pulseheight phase space and only events falling into that window are used to
determine the pulse shape. Similarly, several noise spectra are recorded and averaged to
obtain N( f ).

That the average pulse shape is constant over a large energy band is an incorrect as-
sumption and a large source for non-linearities in the pulse height estimate (Boyce et al.,
1999). The better the template matches the incoming pulses, the better the energy res-
olution of the instrument will be. Therefore templates should ideally be generated from
X-ray events in the energy region of interest for the experiment, in case there is a small
variation in shape depending on photon energy. Figure 4.3 shows example average pulse
shapes for a low- and a high-energy pixel created from Fe Kα X-ray photons at a detector
temperature of 60 mK. It can be seen nicely that the thicker high-energy pixels have a
larger time constant τ0 = C/G for the exponential decay. This is a result of their large
heat capacity C .

As discussed before, a larger number of frequency bins entering the amplitude estimate
increases its accuracy. One way to increase the number of bins (samples) and extend the
frequency band width to larger frequencies, is to choose a high sampling frequency for
the output signal of the detector. For the ECS this sampling frequency typically is fs =
12.5 kHz. For the low-energy pixels 2048 samples are typically used, just as for the XRS,
its predecessor, while the sample length for the Hitomi -SXS has been reduced to 1024
(Eckart et al., 2016). For the longer decay time of the ECS high-energy pixels (Fig. 4.3)
a sample length of 4096 can be more suitable, but when using them together with the
low-energy pixels as, e.g., in the excitation cross section measurements (Chapter 8), we
used 2048 samples for both ECS subarrays.

If the noise spectrum contains distinct peaks (noise tones), which are hard to avoid es-
pecially in a laboratory environment, at these frequencies, the signal-to-noise ratio is
decreased and the template has a lower weight in these bins to account for the increased
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Figure 4.3: Average pulse shape of the thin low-energy pixels (red) and the thick high-energy
pixels of the ECS, derived from He-like Fe Kα photons of Eγ ≈ 6.7keV. The shaded region
indicates the length of the short template (see section 4.2.3).

noise. It is therefore important to keep the number of these peaks at a minimum and
have a “clean” noise spectrum by shielding against environmental noise and vibrations.
Otherwise, they may degrade the detector resolution.

Optimal filtering templates typically show a region with negative weights just before the
pulse (Szymkowiak et al., 1993; Boyce et al., 1999). This region accounts for the baseline
and effectively subtracts it from the region under the pulse. To collect this information,
templates need to cover a small region before the pulse, the length of which is set by the
number of pre-trigger samples (Fig. 4.3).

4.2.2 Pulse Detection

Since X-ray events in the detector cause a sharp rise in temperature, a pulse detection
is triggered when the low-pass filtered derivative of the detector output signal crosses
a pre-defined threshold (Boyce et al., 1999). Once an event has been detected, pulse
height analysis using the optimal filtering template is applied to the event. Additionally,
the shape of the pulse derivative is compared to a stored copy of the average derivative.
This average derivative is scaled to the pulse height of the primary pulse and subtracted
from the data. After this subtraction, the standard pulse detection algorithm searches for
another event within the sample length that crosses the detection threshold for secondary
pulses. If such a secondary pulse is detected, it is analyzed as well, with the appropriate
measures for pulse height analysis (see Section 4.2.3).

Since the sampling bins have finite width in time, the reconstructed arrival time and
amplitude of a pulse can depend on the phase of the pulse relative to the samples, i.e.,
how well the signal pulse lines up with the template. To account for this possible shift,
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the best fit pulse height estimate H is determined for several template positions around
the sample that triggered the pulse detection. These shifted estimates are called lags. The
center of a quadratic fit to these lags is then taken as the final pulse height and arrival
time value. This way, event arrival times can be determined to a fraction of the sample
width (about 1/16 of the sample width; Szymkowiak et al., 1993).

Using templates that are not matched well to the signal of incident photons can cause
problems. Reasons for mismatched templates include changes in the noise environment
and changes in the average pulse shape. Changes in the noise environment negatively
affect the accuracy of pulse height reconstruction through optimal filtering and can lead
to reduced resolution and small gain shifts. Mismatched average pulse shapes are more
detrimental. These can especially occur in the analysis of large pulses, where the pulse
shape deviates from the pre-determined average pulse shape as a result of detector non-
linearities. Mismatched average pulse shapes can create phantom residual deviations in
the pulse shape derivative used for pulse detection that mimic the signal of a very low
energy photon in the tail of the higher energy incident photon. Especially for high-energy
photons (for example in the Fe K region above 7 keV), these residuals are large enough
to cross the threshold and thus trigger a false detection. Since the relative timing of
successive pulses determines the pulse height analysis method (see next section), these
false double-triggers can unduly prevent the use of the optimal filtering template, thus
creating unnecessary low resolution events and artificially degrading the resolution.

Problems with double triggers in large pulses can be avoided in multiple ways. Increasing
the detector temperature increases the heat capacity and thus decreases the pulse height
such that even high photon energies move into the small signal limit. A disadvantage of
this method is a decreased energy resolution that goes along with the higher tempera-
ture, but the decrease is relatively small. Alternatively, the threshold for secondary pulse
detection can be increased above the size of the residuals caused by mismatched aver-
age pulse shapes. However, for significant mismatches between the average pulse shape
and the signal pulse the perceived pulse heights of the phantom secondary pulses can be
fairly large, such that this method can miss the detection of real secondary low-energy
photons. Ideally, the raw data should be analyzed using energy-dependent templates
(Irwin & Hilton, 2005). Fixsen et al. (2002) and Fixsen et al. (2004) discuss possible
implementations for pulse height dependent templates for transition-edge sensor (TES)
devices and Peille et al. (2016) compare the performance of these.

4.2.3 Event Grades

Pulse height analysis via optimal filtering clearly works best if there is only a single pulse
within the time window of the template. However, by chance or because of high count
rates it is possible for two photons to hit the same pixel in shorter succession than a
template length. Depending on how close together these pulses are, there are two ways
to handle their analysis. To some extent the template length is arbitrary; in principle, as
the pulse is over long before the end of the template for the used ECS template length
(Fig. 4.3), it would be sufficient to use templates with fewer sampling bins, albeit with
a possible decrease in resolution. These so-called short templates are typically a quarter
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Table 4.1: Definition of event grades (Boyce et al., 1999; Seta et al., 2012)

∆tp ≤ τ1 τ1 <∆tp ≤ τ2 τ2 ≤∆tp

∆tn ≤ τ1 Ls Ls Lp
τ1 <∆tn ≤ τ2 Ls Ms Mp
τ2 ≤∆tn Ls Ms Hp

Notes: H: High-res; M: mid-res; L: low-res; p: primary; s: secondary; ∆tp/n: time
difference to the preceding or next pulse; τ1 = 34.96 ms: length of the short template
(512 samples minus 75 pre-trigger samples) at a sampling frequency of fs = 12.5 kHz;
τ2 = 139.84 ms: length of the full template (2048 samples total length minus 300
pre-trigger samples); see also Fig. 4.3 for definitions of τ1 and τ2, and Fig. 4.4 for a
visualization of event grade timing.

of the length of a full template3 and computed at the same time and from the same data
as full template generation. If the pulses are too close together even for the use of the
short template, simply the maximum of the pulse over the baseline (estimated from a few
samples before the pulse) is taken as the pulse height estimate, although, as mentioned
previously, with much lower resolution.

As the method of pulse height analysis greatly affects the spectral resolution of the mea-
sured spectrum, each event is assigned an event grade indicating the applied analysis
method and, therefore, the quality of the data. An overview of event grade definitions is
given by Boyce et al. (1999) and Seta et al. (2012). There are two types of grades. The
first type specifies the used pulse height determination: high-res events are reconstructed
with the full template, mid-res events with the short template, and low-res events without
any templates. The second grade type indicates whether the event was a primary event,
where the preceding pulse occurred at least a full template length (minus the pre-trigger
length) prior, or a secondary event that rides on the tail of the previous pulse, i.e., the
baseline is shifted compared to primary events. Secondary events are, at best, analyzed
with the short (mid-res) templates, never as high-res. Table 4.1 translates all possible
combinations of the relative time between the current pulse and the previous and fol-
lowing pulses, respectively, to their corresponding event grades. Some of these are also
visualized in Fig. 4.4.

In an ideal noise environment (no noise tones), the high-res primary and mid-res primary
events should have very similar resolution (Boyce et al., 1999). As long as the pulse is
over before the end of the used template (short or full template), the additional samples
do not add much accuracy to the pulse height estimate. Since the pre-trigger period is
much shorter for the mid-res events than for the high-res events, the baseline determi-
nation has a larger uncertainty for mid-res events, consequently reducing their energy
resolution slightly compared to high-res events. In the laboratory, noise tones (peaks at
single frequencies) in the noise spectrum can additionally degrade the mid-res resolution,
as these noise tones are more easily rejected by the long templates (Boyce et al., 1999).

3Other choices of short template lengths are, of course, possible, including, in principle, the use of multiple
short templates.
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Figure 4.4: Graphical explanation of event grade definitions (after Seta et al., 2012).

Secondary mid-res events can suffer further degradation in resolution compared to pri-
mary mid-res events, because the responsitivity of the detector is suppressed as these
events ride on the tails of previous pulses, where the detector temperature has not yet
been restored to the bath temperature. Figure 4.5 shows the spectral resolution as a
function of event grade for the low-energy pixels.

Small differences in the pulse height reconstruction of the different methods can appear
as slight shifts in gain (Fig. 4.5) between the spectra of the different event grades. These
apparent shifts can easily be accounted for by calibrating each event grade independently.
Between primary high-res and mid-res events the effect is usually negligible. Secondary
events can have a slightly smaller amplitude, since the absorber still has a somewhat
higher temperature from the previous pulse than the normal reference temperature, lead-
ing to a larger heat capacity (Boyce et al., 1999). While a normalization factor is applied
to the low-res pulse height to bring them to the same scale as the template reconstructed
ones, low-res events, especially secondary ones, tend to require individual calibration.
The branching ratio of event grades as a function of event rate can be predicted from
Poisson statistics (see Appendix B). For the ECS low-energy pixels with a full template
length of 2048 samples, a count rate of about one count per second per pixel is often
a good compromise to maintain a large fraction of high- and mid-res events, but even
lower count rates may be necessary to allow one to neglect low-res events in absolute
flux measurements.
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Figure 4.5: Spectral resolution of the ECS at 51 mK operating temperature for a single pixel as
a function of event grade demonstrated on K-shell transitions in Si. The shown spectra for
each of the event grades use the same calibration (determined from high-res events). High-
res events have the highest resolution, mid-res events are comparable to high-res, and low-res
events have significantly lower resolution. Note, however, that the true resolution of the low
res events is not well represented here as the the high-res gain scale was used. Additionally,
the energy scale of low-res events appears shifted compared to the high-res events. This shift
can be removed if the low-res events are calibrated independently.
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4.3 ECS

The development of X-ray calorimeters has primarily been driven by astrophysics needs.
Space observations started with the X-ray Quantum Calorimeter (XQC) flown on a sound-
ing rocket beginning in 1995 (Porter et al., 2005). There have been three attempts to
launch a microcalorimeter into orbit as part of an X-ray observatory, which unfortunately
have failed so far: Astro-E never reached orbit due to a rocket failure shortly after launch
in the year 2000; in 2005, the re-flight mission Astro-E2 (Suzaku) lost all coolant during
the first few weeks in orbit such that the calorimeter never made an observation of a
celestial source4; and in 2016, Astro-H (Hitomi) took a few stunning spectra (Hitomi
Collaboration et al., 2016), before errors in spacecraft control caused the satellite to spin
up rapidly and break apart after only a few weeks in orbit. Some proposed or planned fu-
ture X-ray satellite missions incorporate the design of a microcalorimeter on board, such
as the X-ray Integral Field Unit (X-IFU) onboard the Athena X-ray observatory (Barret
et al., 2016). The recent Hitomi spectra reinforce this path.

Calorimeters have also been established as “work horses” for ground-based laboratory
astrophysics experiments. At the LLNL EBIT facility, there have been three generations of
micro-calorimeters in use for laboratory astrophysics, with a fourth generation currently
in development (Porter et al., 2004, 2005, 2008a,b,c, 2009a,b). These calorimeters were
designed, built, and serviced by the calorimeter group at NASA’s Goddard Space Flight
Center5. The first generation, the XRS/EBIT v1, arrived in 2000 and was essentially as-
sembled from the Astro-E engineering detector model and spare parts for the cryogenic
housing from laboratory testing of the detector. In 2003, this instrument was upgraded
to XRS/EBIT v2 with improvements developed for the Astro-E2 mission. These improve-
ments almost doubled the instrument resolution from ∼ 11 eV to ∼ 6 eV at 6 keV (Porter
et al., 2009b). Unlike the XRS/EBIT, the EBIT Calorimeter Spectrometer (ECS) deliv-
ered in 2007 was specifically designed as a permanent installation at the EBIT laboratory
(Porter et al., 2008b,c). The ECS array was produced in the same fabrication run as the
XRS/Suzaku (Porter et al., 2005). Small changes in the electronics design brought a
slight improvement in resolution over the XRS/EBIT v2, while large changes in the cryo-
genic housing design made big improvements in its userfriendliness by making operation
and cooling low maintenance (Porter et al., 2008b). The next generation calorimeter,
dubbed Transition Edge Microcalorimeter Spectrometer (TEMS), will use transition edge
sensors instead of the semi-conductor thermistor design and make a large leap in pixel
number, spectral resolution, and count rates manageable before event grade degradation
(Porter et al., 2009b). For all calorimeters in use at EBIT, the digitized raw data are for-
warded from a server to the Software Calorimeter Digital Processor (SCDP) handling the
real-time data analysis of triggering and pulse height reconstruction through optimal fil-
tering as described above (Boyce et al., 1999; Adams et al., 2009). The processed events
are then recorded with a custom extension of IgorPro, where the data acquisition can be

4At least the spacecraft survived and great science has been done with the remaining instruments, though
no high-resolution spectroscopy.

5A single-pixel calorimeter by Le Gros et al. (1996) has been tested at the LLNL EBITs, but not used for
further measurements (Beiersdorfer, 2005).
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observed and analyzed live during an experiment.

The ECS array nominally includes 36 pixels, but only 32 readout channels are available.
Each of the 32 wired pixels is basically a standalone detector and can be powered on
and off individually. The ECS array is split into two sub-arrays: 18 low-energy pixels
using 8µm thick HgTe absorbers with an area of 625 × 625µm2, spanning the energy
range of 0.1–10 keV, and 14 high-energy pixels using ∼ 100µm thick HgTe absorbers with
an area of 625 × 500µm2 spanning an energy range of 0.5 to over 100 keV. The actual
thickness of the high-energy pixels has been estimated to 114± 9µm by weighing them
and dividing the measured weight by their pixel area and number of pixels, assuming a
density of ρHgTe = 8.17gcm−1 (Thorn, 2008). Some pixels exhibit degraded resolution
due to excess noise accompanied by an extra heat load that shortens the cycle duration
at 51 mK. Therefore, currently only 14 low-energy pixels and 10 high-energy pixels are
in use.

The instrumental response has been verified to be almost purely Gaussian with a small
low-energy tail for both, the XRS (Porter et al., 2004; Cottam et al., 2005) and the ECS
(Porter et al., 2009a). The low-energy tail of the XRS contains 2–4% of the total events
(Cottam et al., 2005). Other small deviations in the wings could be due to nonstationary
environmental noise in the building (Porter et al., 2004) and a weak low-energy con-
tinuum is attributed to photon and photoelectron escape in the absorber (Cottam et al.,
2005; Porter et al., 2004, 1997). For Hitomi -SXS, while the core of this line spread func-
tion is found to be Gaussian at all energies, at energies above a few keV the shape is
Gaussian to at least three orders of magnitude (Eckart et al., 2016).

With 4.5–5.0 eV resolution at 6 keV photon energy and 51 mK operating temperature, the
resolution of the ECS low-energy pixels is comparable to the Soft X-ray spectrometer
(SXS) system (Mitsuda et al., 2010) aboard the Astro-H/Hitomi X-ray observatory (Taka-
hashi et al., 2010). The ECS high-energy pixels have a 34 eV FWHM resolution at 60 keV
as derived from the 241Am nuclear line (Porter et al., 2008c, 2009a). The ECS has a
rms temperature stability of better than 200 nK at 50 mK (Porter et al., 2008b, 2009a).
Typically, the ECS is operated at a heat sink temperature of 51 mK, but for the Fe K cross
section measurements (Chapter 8) we increased the temperature to 60 mK to ensure the
pulse heights stay in the small signal limit and to avoid the double-trigger problem. In-
creasing the operating temperature to 60 mK can significantly increase the FWHM, since
the limiting phonon noise scales with

p
C , while the heat capacity in turn scales as C ∼ T3

with the temperature (Porter et al., 2004; Moseley et al., 1984). See Section 4.5 for a
discussion of changes of gain and resolution due to the increased temperature.

To reach and maintain the ECS operating temperature of < 0.1 K, the detector array is
housed in a cryostat with a 3-stage refrigeration system (Porter et al., 2008a,c). The de-
tector assembly is cooled down to 4.2 K base temperature by an unpumped liquid helium
reservoir that is shielded from room temperature with a liquid nitrogen dewar. A com-
mercial closed cycle He3/He4 sorption cooler from Chase Cryogenics is used to cool the
detector assembly and internal housing to 350 mK. An adiabatic demagnetization refrig-
erator (ADR; consisting of a paramagnetic salt pill and a superconducting magnet) is then
used to cool the detector further to the desired operating temperature and keep the heat
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sink stable at this temperature. Once the cooling power of the He3 stage or of the ADR
runs out, the detector warms back up to its 4.2 K base temperature and the refrigeration
package has to be recycled to recharge the sorption cooler and the ADR. The recharge
cycle is completely software controlled. The ECS can maintain its operating temperature
for up to ∼ 70 h, before a ∼ 3 h long recharge cycle is necessary.

While the XRS/EBIT has added absolute excitation cross section of Fe L transitions and
emission from charge exchange to the laboratory measurement capabilities at EBIT (Porter
et al., 2005), the ECS adds transition energy measurements of high-Z elements (Thorn,
2008) and absolute cross sections of K-shell transitions in ions of Fe-group elements.

4.4 Effective Area

As mentioned before, spectrometers and detectors typically do not have 100 % efficiency
in observing every single photon in their line of sight. Additionally, the observed flux
depends on the solid angle covered by the spectrometer. The effective area of an in-
strument correlates this measured X-ray flux to the actual source flux as a function of
photon energy. To measure absolute emission cross sections or line ratios or to compare
the spectra measured with different instruments without introducing systematic errors
due to detector effects, it is, therefore, important to know the effective area of the used
spectrometers.

Parameters determining the effective area include transmission by optical blocking filters,
the quantum efficiency of the absorbing medium, as well as the detector size. The source
distance determines the solid angle. For space telescopes, properties of the telescope
mirrors like the reflectivity are important factors to the effective area as well.

4.4.1 Optical Blocking Filters

Thermal radiation (infrared light) and visible or UV light can introduce high levels of shot
noise to the detector and consequently degrade the energy resolution of the measured
spectra, as discussed in Section 4.2.1. Additionally, the colder thermal stages of the
cryostat have to be shielded from the thermal load of the “hotter” thermal stages up
to room temperature, while still allowing the source signal, e.g., from EBIT, to reach the
detector array. Since the ECS is a spectrometer for X-rays at much higher photon energies
than the visible spectrum, this type of background can easily be avoided by employing
optical blocking filters, i.e., thin foils transparent for X-rays but not optical light nor
thermal radiation. There are four such aluminized polyimide films installed in front
of the detector array as ports in the various layers of thermal shielding of the detector
housing. These filters total 1470 Å of aluminum and 2386 Å of polyimide. Additionally,
there is a thin 525 Å polyimide window installed between the ECS and EBIT to keep the
lower ECS vacuum separated from the higher EBIT vacuum in order to avoid adding
neutral background gas to the trap.

To maintain high event grades for high-quality measurements, the ECS cannot be oper-
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Figure 4.6: Transmission of optical blocking filters internal to the ECS (left) and optional addi-
tional windows in the line of sight (right) as a function of photon energy. Values are taken from
Henke et al. (1993). The absorption edges of the material are labeled with their origin, e.g.,
Al K for photo-ionization of a K-shell electron in Al (Al K-edge).

ated at high count rates (Section 4.2.3). The L-shell transitions of low- to mid-Z ions have
transition energies below 1–2 keV and have higher emission cross sections than K-shell
transitions of the same ion, i.e., their contribution to the observed flux can dominate the
ECS count rate even in cases where K-shell transitions are in the focus of interest. If other
spectrometers, especially those with low throughput, are used simultaneously to the ECS,
a high source flux may even be preferential. So instead of limiting the brightness of EBIT
to accommodate the requirements of the ECS, it can be desirable to reduce the observed
flux by other means. Therefore, additional 0.5 mil and 5 mil Be windows6 can be inserted
into the line of sight to decrease the count rate due to soft X-rays.

Figure 4.6 shows the transmission of the described filters as a function of photon energy.
The transmission values are obtained from the Henke et al. (1993) tables7. Since these
are based on photoabsorption, overall their accuracy is considered to be good to 3%
(Saloman et al., 1988), but for filter transmission near unity the uncertainty can be con-
sidered much smaller. The sharp dips in the transmission are due to neutral absorption
edges of the filter material. These absorption edges occur at photon energies that match
the ionization potential of an inner-shell electron of the filter material. Photons with en-
ergies above and close to this energy have an increased probability of getting absorbed
by photo-ionizing the corresponding inner-shell electron. While the absorption edges
typically exhibit a complex fine structure, the Henke data averages over these features.

6The 5 mil Be window doubles as a gate valve for the ECS.
7http://henke.lbl.gov/optical_constants/filter2.html
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4.4.2 Quantum Efficiency

The quantum efficiency of the absorber describes the fraction of photons of an incident
photon beam that are absorbed by the material. The transmission of photons depends
on the thickness and density of the material and on the interaction cross section of the
photons with the atoms of the absorber, and follows the exponential attenuation law. The
quantum efficiency Q can therefore be written as

Q = 1−
I
I0
= 1− exp

�

−
µ

ρ
·ρd

�

(4.4)

where I is the transmitted photon flux, I0 the incident photon flux, µ the attenuation co-
efficient, and ρd the mass thickness, i.e., the mass per unit area of a material of density
ρ and thickness d. The attenuation coefficient µ is often calculated or measured normal-
ized to the density of the absorber and dubbed mass attenuation coefficient (MAC) µ/ρ
in units of cm2 g−1 to reflect its nature of photon interaction cross section per unit mass8,
which, unlike the absorption per unit volume, is characteristic for the absorbing medium
(Compton & Allison, 1935). For example, excluding solid state modifications of the cross
section, 1 g of mercury absorbs the same amount of X-rays whether it is solid, liquid, or
gaseous (Compton & Allison, 1935).

The photon interaction cross sections contributing to the mass attenuation include the
atomic photo-effect, the coherent (Rayleigh) and incoherent (Compton) scattering, and
the pair and triplet production of electrons and positrons in the fields of the atomic nu-
cleus and electrons (Hubbell & Seltzer, 2004). Due to their complex nature, photonuclear
absorption and other types of nuclear scattering tend to be neglected in the calculation
of the MAC, although they can contribute up to 10 % to the total cross section, even in
the soft X-rays (Hubbell & Seltzer, 2004).

Sources for Mass Absorption Coefficients

Since MAC is a measure for the loss of photons from the incident photon beam, the pos-
sibility of fluorescence photons escaping the absorber is also not accounted for in MAC.
The mass energy-absorption coefficient (MEAC) µen/ρ measuring the incident energy ab-
sorbed by the material, on the other hand, includes energy lost to escaping fluorescence
photons (Allison, 1961). However, for calculations of MEAC only the cross section to
produce a fluorescent photon is taken into account. Thus, it is implicitly assumed that
all fluorescence photons are able to leave the absorber, which is unlikely especially for
large absorption coefficients or thick detectors. For our thermal detector, however, it
is ultimately important how much energy is deposited in the detector by each photon.
Consequently, using MAC overestimates the quantum efficiency, while MEAC underesti-
mates it. For accurate representations of the quantum efficiency, secondary effects like re-
absorbed fluorescence photons have to be taken into account, e.g., by employing Monte
Carlo photon transfer codes that follow each photon to its ultimate fate.

8Cross sections are usually given per particle.
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Figure 4.7: Quantum efficiency for the low-energy pixels (top) and the thicker high-energy pixels
(bottom) from various sources. Absorption edges are marked. In contrast to transmission
(Fig. 4.6), in absorption the edges appear as peaks rather than dips.
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The MAC values for mixtures and compounds follow a simple additivity law

µ

ρ
=
∑

i

wi

�

µ

ρ

�

i
(4.5)

where wi = Ai/
∑

j A j are the fractional weights of the mixture’s constituents (Hubbell &
Seltzer, 2004). Since MEAC includes secondary emission produced by charged particles
traveling through the absorber, which can re-introduce dependencies on the phase of the
medium, the additivity rule does not apply to MEAC. However, these effects can be small
especially at our low photon energies far below 20 MeV such that the additivity rule can
be used with small errors in the absence of more accurate data for compounds (Hubbell
& Seltzer, 2004).

Figure 4.7 shows a comparison of the quantum efficiency derived from various sources for
the low-energy pixels assuming an 8µm thick slab of HgTe as well as for the high-energy
pixels with a thickness of 114µm: MAC and MEAC derived with the sum rule from the
NIST table of X-ray MAC and MEAC9 (Hubbell & Seltzer, 2004); the total attenuation
with and without coherent scattering (taken as MAC and MEAC, respectively) listed for
the compound by XCOM10; MAC derived from the attenuation length, i.e., the depth
along the surface normal where the intensity drops to 1/e, obtained from Henke et al.
(1993), which only reaches up to photon energies of 30 keV; and the rescaled results
from a Monte Carlo simulation for a thickness of 100µm using the ITS code (Halbleib
et al., 1992) taken from Thorn (2008).

The difference between MAC and MEAC can clearly be seen, especially at larger photon
energies and close to absorption edges. For the thin low-energy pixels, the quantum
efficiencies derived from the different sources agree to well within 1 % with each other in
the region below 10 keV, which is important for the cross section measurement of the Fe K-
shell transitions described later. For the thick high-energy pixels there is good agreement
for most traces below about 20 keV, i.e., where we aim to measure the flux of the radiative
recombination features, and the quantum efficiency in this region is essentially unity.
While the quantum efficiency from the Monte Carlo simulation is expected to be most
accurate, the calculation only starts at 10 keV, clearly suffers from numerical artifacts
up to 20 keV, and generally does not scale well down to the much thinner low-energy
pixels. For our measurements we therefore use the quantum efficiency derived from
XCOM without coherent scattering as a reference, which traces the accurate ITS value
closely up to the Hg K edge at 83.1 keV.

Rapid changes in quantum efficiency due to absorption edges can interfere with the line
shape and flux measurements of X-rays with photon energies close to the edge energy.
While there are edges in the region of our radiative recombination measurement between
12 and 15 keV, for the high-energy pixels they cause a flux change of less than 0.2 % and
are therefore beyond our detection limit. In the thinner low-energy pixels these edges
are more significant (Fig. 4.7) and have to be treated carefully during the data analysis.

Since there is some uncertainty in the actual thickness of the high-energy pixels, Fig-
ure 4.8 explores the effect of this thickness variation to the assumed quantum efficiency

9http://www.nist.gov/pml/data/xraycoef/index.cfm
10http://physics.nist.gov/PhysRefData/Xcom/html/xcom1.html
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cies for thicknesses of 114±9µm;
Middle: absolute difference be-
tween quantum efficiency of dif-
ferent thickness within the same
model; Bottom: difference rela-
tive to the quantum efficiency at
114µm.

on the example of the NIST values, which encompass the wide spread. Below 20 keV the
exact absorber thickness has no significant influence on the quantum efficiency. At higher
photon energies, the difference in quantum efficiency quickly grows to up to ±3 % or up
to 7 % relative uncertainty.

The coefficients have a near power law dependence on photon energy. In the literature
they are tabulated on a logarithmic energy grid with additional data points just below
and above the absorption edges. Values for the quantum efficiency between the tabulated
values are obtained by linear interpolation of log (µ/ρ) versus log Eγ.

Thicker absorbers are more likely to stop photons (Eq. 4.4), especially for larger photon
energies (Fig. 4.7). However, due to the higher mass of the thick absorbers, their heat ca-
pacity is larger. Therefore, the overall temperature increase ∆T ∼ Eγ/C compared to the
control temperature T0 due to an incident photon with energy Eγ and the corresponding
pulse height is smaller for the thick absorber of the high-energy pixels than for the thin
absorber of the low-energy pixels (Fig. 4.9). While the thick absorbers have a higher quan-
tum efficiency for high-energy photons, the dynamic range of the digitizer also covers a
larger energy range due to the smaller pulse height. High-energy photons would satu-
rate the digitizer of the low energy pixels, where the pulse height would be much larger,
and the peak of the pulse would appear clipped, prohibiting good pulse height estimates.
With the larger heat capacity, also the time constant τ = C/G of the temperature decay
(Fig. 4.1) after the thermalization of the event increases and the absorber takes more
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Figure 4.9: Comparison of the pulse heights of a ∼ 7 keV photon absorbed by the thin low-energy
pixels (red) or the thick high-energy pixels (blue).

time to return to the control temperature. The optimal template length and the optimal
time distance between two consecutive events are therefore longer for the high-energy
pixels. As a compromise, for the excitation cross section measurements we choose to use
a template length of 2048 samples for both pixel types. For the measurements presented
in this work, only photon energies below about 20 keV are relevant, which only cover a
portion of the lower end of the dynamic scale of the high-energy pixels. As Fig. 4.9 shows
for the example of a 7 keV photon event, these lower energy pulses return to equilibrium
faster than indicated by the full-scale average pulse (Fig. 4.3), making the effect of the
shorter 2048 full template negligible.

4.4.3 Solid Angle

The low- and high-energy pixel sub-arrays of the ECS in some ways can be viewed as
two different detectors and in terms of quantum efficiency certainly have to be handled
as such. However, the ECS still has the advantage that both sets of pixels are parts
of the same detector array in the same detector assembly and consequently have the
same distance to EBIT. The difference in solid angle covered by each of the sub-arrays,
therefore, reduces to the difference in detector surface – or pixel number times pixel area.
Assuming that the whole array is illuminated evenly by the radiation from EBIT, i.e., there
is no vignetting, the geometric correction factor for the flux ratio of direct excitation (DE)
and radiative recombination (RR) photons due to solid angle is

ARR

ADE
=

Ahigh−energy

Alow−energy
=

10 · 625× 500µm2

14 · 625× 625µm2
= 0.57. (4.6)
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Figure 4.10: Sketch of the gen-
eral ECS energy scale. The V -
axis represents the reconstructed
pulse height from the voltage
output of the detector, the en-
ergy axis the corresponding pho-
ton energy of the incident pho-
ton.

4.5 Gain and Resolution

The output signal of the ECS is the voltage drop over the thermistor. Due to choices of
normalization for the signal, the unit of the reconstructed pulse heights is an arbitrary
detector unit, but historically the unit is sometimes still referred to as volts. Figure 4.10
shows the general shape of the dependence of the signal pulse height on the energy of the
absorbed photons. For small signals this detector gain is close to linear. Due to the non-
linearity effects in pulse heights discussed earlier, at larger photon energies the detector
gain forms a “knee” and the gain flattens (Stahle et al., 1999). The exact shape of the
energy scale depends on instrument design parameters, the pulse detection algorithm,
and the operating conditions, including the thermal environment and incident photon
flux (Cottam et al., 2005).

The uncertainty in the measured pulse height ∆V in detector units is nearly independent
of the pulse height or photon energy. Because of the gain flattening at higher photon
energies, however, this signal-independent uncertainty in volts space translates to slowly
decreasing resolution in energy (Fig. 4.10). For example, tests of the Astro-E -XRS de-
tector arrays, using optimal filtering, found energy resolutions of 8–9 eV FWHM at the
baseline, 9–10 eV at 3.3 keV (Ar K region), and 11–12 keV at 5.9 keV (Mn K region) for
this device (Stahle et al., 1999). For the Hitomi -SXS detector, which is closer in perfor-
mance to the ECS than the XRS, the FWHM detector resolution was found to scale as a
quadratic function in energy with widths of order 4.5 eV at 6 keV and 5 eV at 8 keV in a
laboratory environment during ground testing (Eckart et al., 2016) and slightly broad-
ened in orbit (Leutenegger et al., 2016).

While analytic models of the calorimeter gain are investigated, the gain is generally mod-
eled empirically with a polynomial (Cottam et al., 2005) of fourth order (E = poly(V )).
The constant (x0) coefficient of the polynomial is set to zero, i.e., the polynomial goes
through the origin, because the energy scale has to go through the origin by definition of
the optimal filter. The gain polynomial is determined from fits to the measured line center
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in detector units (V) vs. the known reference energy (eV) from well known transitions
like the Rydberg series in He- and H-like ions. This approach is used for both the low- and
the high-energy pixels. New energy scales for the ECS are determined periodically and,
especially for wavelength measurements, close in time around the planned experiment.

4.5.1 Calibration of Low-Energy Pixels

Measurements of both transition energies and cross sections benefit from high-resolution
that allows to disentangle the photon flux from closely spaced and otherwise blended
spectral lines. Of the two ECS subarrays, the low-energy pixels with their high resolution
are therefore the primary spectrometer for ECS measurements of astrophysically relevant
transitions. Due to the low heat capacity of the thin low-energy pixels, photon energies
well below 10 keV can be large enough to result in pulse heights that are outside of the
small signal limit or even larger than the dynamic range of the digitizer. Since the ECS
uses energy-independent templates for pulse height analysis and pulse detection, false
double-triggers are more likely to occur towards the upper end of the dynamic range,
where non-linearities are more prevalent, causing unnecessary low-res pulse height de-
termination. Especially for flux measurements, it is important to take into account and
analyze all detected photons. Due to the different resolutions and gain scales of the var-
ious event grades, the total flux of a spectral line is most easily determined with smaller
systematic uncertainties if the spectrum has the highest achievable fraction of high-res
events. Additionally, for these large pulses far beyond the knee it can be difficult to ob-
tain a good fit to the broadband gain. While for experiments simply concerned with flux
measurements high accuracy of the energy scale is not a primary concern, it is still neces-
sary to obtain good alignment between the scales for each pixel. Good alignment is more
easily accomplished with more accurate scales.

By changing the heat sink and detector temperature, the dynamic range can be adjusted
to ensure that no parts of the energy range relevant to an experiment are clipped and that
the pulse detection is well-behaved. Higher detector temperatures, however, can lower
the spectral resolution of the calorimeter. For the emission cross section measurement
of Fe K lines (Chapter 8), we therefore explore the behavior of the low-energy pixels at
operating temperatures of 51 mK and 60 mK.

Accuracy of the Energy Scale

For the analysis of transition energy measurements, the energy scale is calibrated in a nar-
row energy band around the transitions of interest. During data acquisition and for ECS
monitoring of EBIT conditions for other experiments (e.g., with the crystal spectrometer,
Chapter 7), on the other hand, broadband calibration is more important.

The fourth order polynomial is only an approximation to the true gain function, but gen-
erally found to fit well (Leutenegger et al., 2016). Nevertheless, broadband calibration
of the full energy range results in slightly larger systematic uncertainties of the energy
scale than calibrating only locally around the energy range of interest for the experiment,
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4.5 Gain and Resolution

since outside of the knee locally the gain is close to linear. For example, the 200–300 eV
wide energy range of K-shell transitions in Si and S, respectively, could be calibrated to
better than 0.3 eV (at 51 mK; Section 6.1.3).

Calibrating the energy scale in the Fe region from He-like Mn Kα (6.2 keV) up to H-like Ni
Lyα (8.1 keV) with w, Lyα1 and Lyα2 of Mn, Fe, and Ni yields an accuracy of better than
0.9 eV rms11 at an operating temperature of 60 mK. This uncertainty is somewhat larger
than in the Si/S region, but the covered energy range is larger and in a less linear part of
the gain curve. The broadband calibration up to Ni K around 8.1 keV used the Rydberg
series of O, Ne, S, and Ar, and n = 3→ 2 transitions in Ne-like Kr in addition to the Mn,
Fe and Ni lines. The resulting rms uncertainty is ∼ 1.5 eV.

At 51 mK, the 6.2–8.1 keV region is also on the order of 1 eV for those pixels that show
no or only very little sign of double-trigger problems. It is thus comparable to the 60 mK
result. The broadband calibration, however, on the order of a few eV is much worse than
at 60 mK, with most of the uncertainty coming from the lines above 6 keV.

Position of the ‘’knee”

For wavelength measurements, it is preferable to operate outside of the knee where the
scale is more linear and therefore easier to model. Mathematically, the knee is the lo-
cation in the gain function where the energy scale changes the most, i.e., the knee is
the location of the highest curvature of the function. In curve sketching, the curvature
of a graph is given by the second derivative of the function. Extrema of the curvature
are therefore roots of the third derivative. For a fourth order polynomial, the position
of the knee thus is −0.25a3/a4 in detector units, where an is the coefficient correspond-
ing to order xn. The position of the knee in energy then follows from applying the gain
polynomial to this value.

Figure 4.11 compares the position of the knee for each pixel at 51 mK and 60 mK for three
different calibration ranges each (subsets of the same calibration data): broadband (0.5–
8.1 keV), Ar through Ni (3.1–8.1 keV), and Mn through Ni (6.1–8.1 keV). At 51 mK, the
location of the knee appears to be around 3 keV according to the broadband calibration,
which closely traces the full gain scale. For calibration starting with Ar lines, the knee
of the calibration curve is shifted slightly towards higher energy, while for calibration
above Mn it moves up to 6 keV. The reason for the perceived shift to higher energies is
that the polynomial used for each of these curves has no constant term, regardless of
how far away the calibrated energy region is from the origin. Therefore, the curves for
non-broadband calibration turn over towards zero right below the reference line lowest
in energy. For the calibration using only lines above Mn, this point is just below He-like
Mn line w at 6.18 keV. Since He-like Ar line w at 3.14 keV is close to “true” position
of the knee as indicated by the broadband calibration, the maximum curvature of the
calibration polynomial for the calibration range from Ar through Ni experiences only a

11Root mean square (rms) of differences between the literature energy values of the reference calibration
lines and their line centers as determined in detector units and converted to energy using the derived
gain polynomial. The rms was calculated using all reference lines and all pixels.
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Figure 4.11: Position of the strongest curvature derived from the third derivative of the calibrated
gain polynomial for each pixel at 51 mK (top) and 60 mK (bottom). The black up-triangles
correspond to the broadband calibration using reference lines between O K and Ni K. The blue
down-triangles only use the subset of lines covering the energy region between Ar and Ni K.
The green left-triangles only cover the Mn through Ni energy region. See text for discussion.

small shift away from the actual position of the knee. At 60 mK the heat capacity of the
detector is larger such that the measured pulse heights for the same set of reference lines
become smaller. This means that the knee then moves to higher photon energies. Since
it is closer to the Mn lines, the positions derived from the three calibration curves are
closer together. Overall, at 60 mK the knee appears to be around 4–5 keV, i.e., far enough
away from the energies of the Fe K transitions. For cross section measurements of K-shell
transitions in Cr or V ions, it would probably be better to stay at a lower temperature.

Detector Resolution

Good detector resolution is important to resolve line blends and to measure transition
energies to high accuracy. Since the resolution can degrade with increasing temperature,
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Figure 4.12: Baseline pulses at 51mK (top) and 60mK (bottom) summed for all 14 low-energy
pixels. The baseline is analyzed in three different datasets, i.e., those for the Mn, Fe, and Ni
calibration lines, using the gain scale from the broadband calibration. While the resolution at
60 mK is < 0.5 eV lower than at 50 mK.

here the resolution of high-res events in the Fe region is compared for 51 mK and 60 mK
operating temperature. Leutenegger et al. (2016) find that the energy resolution R for a
given event grade and pixel can be viewed as the baseline12 energy resolution Rb and an
energy-dependent excess broadening term Re(E), which are added in quadrature

R(E) =
Ç

R2
b + R2

e(E). (4.7)

Figure 4.12 shows the baseline events summed over all pixels for the three datasets of
Mn, Fe, and Ni calibration for both operating temperatures. Since of the three calibration
curves the broadband calibration is most accurate at low photon energies, the width of
the baseline events is determined on this scale. At 60 mK the baseline resolution is 0.3–
0.4 eV lower than at 51 mK. For the resolution of the spectral lines w and Lyα of Mn,
Fe, and Ni as calibrated with only this set of lines, the difference in FWHM between
the two heat sink temperatures (Fig. 4.13) is about the same as for the baseline events,
indicating that the increased temperature did not cause additional excess noise. Since
we compare the resolution of the summed spectra rather than for individual pixels, the
FWHM strongly also depends on the quality of the calibration and alignment between
the pixels. But since for the measurement the summed spectra are analyzed, the primary
concern here is the effect of temperature on the resolution of the summed spectra.

12Baseline events are strings of the output signal without an X-ray signal that are analyzed with the optimal
filtering template as if there was a pulse. Baseline events thus quantify the effect of baseline noise in the
detector system (Leutenegger et al., 2016).
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Figure 4.13: FWHM of the calibration lines Mn w, Mn Lyα1, Fe w, Fe Lyα1, Ni w, and Ni Lyα1

for the calibration using only these and Lyα2 of Mn, Fe, and Ni; top: 51 mK, bottom: 60 mK.
The spectra are the sum of all 14 pixels. For the final summed spectra the detector resolution
degrades by less than 10% for the 60 mK spectra compared to the 51 mK spectra.

Long-term Stability

The gain and therefore calibration of the calorimeter depends on the temperature of the
detector. Small local changes in the thermal environment such as differential thermal
loads between the ECS sensors and the ADR control thermometer can cause the gain
to drift over time (Leutenegger et al., 2016). For slow measurements with very long
exposure times it is beneficial if the gain is stable over long time-periods so that the
line spread function remains well described by a Gaussian shape, the resolution does not
degrade, and the energy scale and pixel alignment stay accurate in the summed spectra.
While Porter et al. (2008b) see a 3 eV day/night oscillation over 36 h, Porter et al. (2009a)
find the gain to be stable, i.e., a drift correction on the gain is usually unnecessary.

For the Fe cross section measurements (Chapter 8), long exposures of several days were
required to collect sufficient amounts of data. Using the strongest line in the spectrum,
He-like Fe w, we therefore check the long-term stability over the course of each experi-
mental day at an operating temperature of 60 mK. Figure 4.14 shows two scatter plots
of the measured pulse heights of Fe w over the course of a day for a single pixel. The
top figure represents the drift on most days, while the bottom figure corresponds to a
measurement started right after the ECS was recycled and reached tight temperature
control at 60 mK. A linear regression to these scatter plots indicates that on an average
day the total drift is less than 0.5 eV over a half day (0.3 eV over 50 ks in this example).
However, directly after recycling the ADR and He7 sorption cooler of the ECS, it takes a
few hours for the detector to completely reach thermal equilibrium. During this time, the
gain is less stable and prone to drifts of up to a few eV until the detector settled thermally
(Fig. 4.14 bottom).

We also calculated a pulse height average on 5 ks intervals and fitted a straight line to the
trend. Overall, the slope of this fit agrees with the slope of the linear regression. Some
of the curves show relatively large scatter even on short time scales between successive
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Figure 4.14: Measured pulse height (PH) distribution of He-like Fe line w photons as a function of
time (in ks) since the beginning of the exposure for a single pixel (top panels). The upper figure
corresponds to an average day, the lower figure to a day that started with an ECS autocycle.
After the control thermometer reached the operating temperature, the detector takes a few
more hours to reach thermal equilibrium. The red line indicates a linear regression to the
scatter plot, the gray line is the average pulse height of the full day. The bottom panels show
the pulse height averaged over 5 ks intervals and a fit to estimate the drift. Large scatter in the
average pulse heights is due to small-number statistics.

5 ks intervals. Simulating such a curve by drawing random pulse heights from a Gaussian
distribution with appropriate center and width and matching these pulse heights with
time stamps from an even distribution with the same number of counts and exposure
time shows that this scatter is completely explained by low-number statistics, i.e., it is
not sensitive to variations on short time scales.

It is better to do this test on stronger line sources for higher accuracy on the drift and
higher sensitivity to changes on short time scales. However, the trace of Fe w as a function
of time indicates for the long exposures that a drift correction is not strictly necessary over
the course of a day as long as the measurement is taken sufficiently long after the detector
has been recycled to operating temperature.
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4 ECS – The EBIT Calorimeter Spectrometer

Broadband calibration spectrum for High-E pixels
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Figure 4.15: Calibration spectra for high-energy pixels.

4.5.2 Calibration of the High-Energy Pixels

The high-energy pixels are used to record the radiative recombination features during
the emission cross section measurement. These features are at relatively high photon
energies such that for the beam energies used in this experiment, the energy scale needs
to be calibrated up to about 22 keV. Above 13 keV, K-shell transitions of He- and H-like
ions are less accessible with EBIT-I. Additionally, the beam energy on EBIT-I is limited to
about 30 keV by the power supply. However, instabilities in the electron beam and drift
tube voltages during these experiments produced an upper limit of ∼ 17 keV, precluding
excitation of lines above this threshold. Therefore, the high-energy range is calibrated
with radioactive sources. Specifically, in the 14–22 keV region we use neutral Pu L-shell
transitions emitted by a 244Cm source (reference energies from Bearden, 1967, and In-
delicato et al., 1998). Radioactive sources have the additional advantage that they can
calibrate the ECS over night without running EBIT. Figure 4.15 shows the broad range
calibration spectrum for the high-energy pixels, including He- and H-like Mn, Fe, and Ni,
Ne-like Os, He-like Kr, and Pu L.

Because of the lower resolution of these pixels, the He-like Kα triplets are not fully re-
solved, introducing larger uncertainties into the final energy scale than for the low-energy
pixels. Additionally, the reference energies for transitions in neutrals as seen in radioac-
tive sources are often only accurately known to about 1 eV (Indelicato et al., 1998). How-
ever, due to the lower resolution, typical bin sizes for the high-energy spectra are 3–5 eV
(compared to 0.5–1 eV for the low-energy pixels). The RR features are additionally broad-
ened from the spread in beam energy. While we derive the beam energy from the RR
photon energy, good alignment between the pixels to preserve the spectral shape of the
RR features is more important than getting the absolute energy scale accurate to better
than on the order of 1 eV. The energy resolution at 60 mK as derived from the baseline
events is ∼ 30 eV and as derived from the Pu L line at 18.3 keV is ∼ 31 eV13.

13Note that the natural widths of the L-shell levels in Pu are already ∼ 10 eV (Krause & Oliver, 1979). The
width of this line due to the detector resolution is therefore derived from the Gaussian width of a Voigt
profile.
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We shall assume simply that X-ray phenomena
are a branch of optics.

Charles G. Darwin (1914)

5 High-resolution Imaging Crystal
Spectrometer

W HILE the ECS makes a good compromise of resolving power versus quantum
efficiency in a broad energy band compared to CCD and solid state detectors,
in some cases it is desirable to aim for even higher resolution. For example,

in order to take advantage of X-ray diagnostics of plasma temperature or density to high
accuracy, it is often necessary to determine the exact line profile of an X-ray feature, while
avoiding complication from instrumental line width. In addition, blending of lines in mid
to low resolution spectrometers may render a diagnostic unusable. For these purposes,
wavelength dispersive instruments such as grating and crystal spectrometers may deliver
the best results. However, since wavelength dispersive instruments depend on geometry
effects, they usually have a small bandpass and low throughput.

To re-gain some throughput, focusing geometries can be employed. Here, we discuss a
high-resolution imaging spherical crystal spectrometer, dubbed the OHREX Orion High
Resolution X-ray spectrometer, designed for a laser produced plasma experiment, and
tested and calibrated at the LLNL EBIT (Beiersdorfer et al., 2016b). The Orion laser
is a laser facility at the UK’s atomic weapons establishment (Hopps et al., 2015). The
operating principle and design of this spherical crystal spectrometer can most easily be
understood by breaking it down into the four underlying geometries: Bragg’s law as
used for flat crystals; reflection of spherical mirrors; cylindrically bent crystals in the
focusing von Hámos (1933) type configuration, where the crystal is bent perpendicular
to the plane of dispersion; and the Johann (1931) geometry employing the Rowland
(1882, 1883) circle, where the cylindrical crystal is bent parallel to the dispersion plane.
General design parameters of the spherically bent crystal spectrometer are constrained
by the superposition of these effects, whereas specific parameter values are dictated by
consideration of the specific experimental setup at the facility where the instrument is
to be employed. In the following, each of these aspects of the OHREX are highlighted,
and testing and calibration at EBIT as well as some modifications creating the sister
spectrometer, dubbed EBHiX, specific to EBIT applications are discussed.
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Figure 5.1: Sketch of Bragg reflection off of the atoms in a crystal lattice. For reflection to occur,
rays of the same wavelength λ and phase that are reflected form the first and second plane
have to interfere constructively, i.e., 2a = nλ.

5.1 Bragg’s Law

The lattice structure of crystals had already been proposed by Bravais around 1850 (Bra-
vais, 1850). Once there were strong hints that X-radiation has extremely short wave-
lengths (Chapter 1, although it was not entirely clear yet whether X-rays are waves or
particles), Laue, who had estimated the lattice constant from the crystal density, pro-
posed that it should be possible to study the crystal lattice by X-ray diffraction (Laue
et al., 1912). He had his coworkers Friedrich and Knipping successfully test his theory
using unprecedentedly long exposure times for their experiments. These findings revived
the field of crystallography and led to the development of the first crystal spectrometer
by Bragg & Bragg (1913) and Bragg’s law.

5.1.1 General Law

To study the reflections of X-rays from crystals, Bragg & Bragg (1913) built a simple
apparatus: a flat crystal mounted with its face sitting on the axis of a rotatable table, and
a shielded X-ray tube with a slit and a tubular ionization chamber, also equipped with a
slit, mounted facing the crystal, acting as source and detector, respectively. Both X-ray
tube and ionization chamber were rotatable about the crystal in the table center. Aiming
the collimated X-ray beam at an angle θ to the crystal surface and recording the maximum
ionization current of the ionization chamber at a reflection angle of ∼ 2θ , Bragg & Bragg
(1913) found “peculiar and considerable variations in the intensity of the reflection at
different angles”, when the ionization chamber and X-ray beam were simultaneously
rotated about the crystal. Specifically, they observed three peaks corresponding to the
characteristic lines of the X-ray tube’s target material, in this case platinum. Since the
relative magnitudes and spacing of these lines as well as their absorption characteristics
remained the same in higher diffraction orders, i.e., the spectrum repeated at larger
angles, and for different crystal cuts, Bragg & Bragg (1913) were able to correctly identify
the origin of these spectra.

Using relatively simple geometric arguments, Bragg & Bragg (1913) were able to derive
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5.1 Bragg’s Law

Figure 5.2: Crystal lattice of rock salt (NaCl). a) 2D plane, b) unit cell (fcc: face-centered cubic).
The 100 planes are parallel to one of the sides of the unit cell; the 110 cut is defined by the
planes cutting diagonally through the unit cell, i.e., cutting the cube in half; the 111 cut is the
plane defined through three corners of the unit cell, i.e., the plane cutting off a corner of the
cube.

the relationship between the wavelength of the diffracted X-rays and the lattice spacing
of the crystal to set a wavelength scale to their measured spectra. Figure 5.1 shows a
schematic representation of a crystal. Mono-chromatic X-rays of wavelength λ incident
onto the crystal surface under an angle θ can be reflected off of different planes inside the
crystal. In order for reflection to occur, all reflected rays have to interfere constructively,
i.e., the path difference the light travels if reflected from the second plane or the first
plane has to be a multiple integer of the wavelength, leading to Bragg’s law

nλ= 2d sinθ (5.1)

where n is the order of diffraction, d is the lattice spacing, and θ is the angle of incidence
measured from the crystal plane. Here, the lattice spacing d is the distance between
two successive identical planes, not just neighboring planes. Take, for example rock salt
(NaCl), which contains an equal number of sodium and chlorine atoms, arranged in an
alternating pattern (Fig. 5.2). In rock salt 100, i.e., the cut with crystal planes parallel to
a side of the cube, directly neighboring planes appear shifted by one row as Cl and Na
alternate, while the next neighbor is identical, i.e., in this 100 cut the lattice spacing is
the distance between two Na atoms or, equivalently, between two Cl atoms, as shown by
the unit cell (Fig. 5.2). Bragg & Bragg (1913) were able to confirm this definition of the
lattice spacing as well, since they measured the smallest reflection angles using rock salt
111, i.e., the cut of rock salt with the largest lattice spacing.

While, for any given crystal, Bragg’s law relates an exact reflection angle θ0 to each wave-
length λ, there is actually a small range of angles around θ0 that can also reflect the
same wavelength λ. The reason is that refraction of the incident wave upon entering
the crystal displaces the maximum reflection of a wave slightly from the reciprocal lat-
tice points of the crystal (Als-Nielsen & McMorrow, 2011). The location of maximum
reflection coincides with the reflection angle θ1 due to index of refraction corrections to
Bragg’s law (see next Section). The difference ∆θ = θ1−θ2 is on the order of arcseconds
or µrad. To determine the amplitude of the radiation reflected by the crystal, one has
to integrate over all reflected waves. In an extended perfect crystal, incident radiation
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58 THE OPTICAL PRINCIPLES OF THE DIFFRACTION OF X-RAYS

If 9
1 is the angle of reflection corresponding to the modified Bragg law,

by (2.63),

Ka (sin
- sin X)

=
*, or KG cos O

l
A0

1
=

e, (2.77)

where J0j = -
0j. The quantity is thus proportional to the deviation

of the angle of incidence under consideration from that corresponding
to the modified reflection law deduced in II, 3(c). In terms of e,

equation (2.75) becomes

|?
= 2L=. (2.78)

Since there is assumed to be no absorption, q is equal to q, and both
are real ; so that if -q < e <+q, (2.78) becomes

(2.79)

FIG. 25. The reflection curve for a

perfect crystal without absorption

and

This means that, over the narrow

angular range defined by (2.79), the

reflection from a perfect crystal with

no absorption should be total.

Outside this range, the reflection

diminishes rapidly and symmetrically
on either side. For positive the

positive value of the square-root
in (2.78) must be taken, and for

negative c the negative value, if the

condition that the reflection coeffi-

cient must be less than unity is to be satisfied.

The reflection curve has the form shown in fig. 25.

The ordinates are the values of the reflection coefficient |S /T |

2
,
or

R(0), as defined by (2.42a), and the abscissae are glancing angles of

incidence or reflection. The middle of the range of total reflection lies

at =0, or =
l9 the modified Bragg angle. The range of total

reflection extends from e = + q to c = -
q, or, by (2.77), from

= $
l
+ q/Kd cos 0! to =

0j
-
q/Kd cos 19 (2.80)

and is therefore proportional to the amplitude reflected by a single

plane.

It is interesting to see how this angular range of total reflection is

situated with respect to the angle given by the original Bragg reflection

law. By (2.60) and (2.65), we have

J0 =
1
- = 8/sin cos - -

/*a cos . (2.81)

Since the whole angular range in which we are interested is only of
the order of a few seconds, we can use or G

l indifferently in
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FIG. 27. Reflection curves for a perfect crystal with absorption (Renninger)
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curve varies with the order of the spectrum. The breadth of the range
of total reflection in radians is D or D cos according to whether the

electric vector is perpendicular or parallel to the plane of incidence, where

D = (2NA
2
/7T sin 20 ) I F| e2!mc\ (2.93)

F being the structure factor of the spectrum concerned, and N the

number of crystal units in unit volume. When the electric vector is

perpendicular to the plane of incidence, the angular breadths of the

ranges of total reflection for 200, 400, and 600 in the case under con-

sideration are respectively 7-6*, 2-7", and l^"; for the other direction

of polarisation the corresponding figures are 65", 1-1", and 0*5".

(/) The composite lattice in the perfect crystal: As a rule, those

crystals for which a direct comparison between the theoretical and

observed reflecting powers can be made do not consist of atoms of one

kind arranged on a simple space-lattice, but have a composite unit cell,

so that each atomic plane in our discussions of the preceding sections

must be replaced by a group of planes, one for each atom of the unit

cell. We cannot without further enquiry allow for this simply by

substituting the structure factor F for the atomic scattering factor /in
the formulae we have derived; for the perfect-crystal formulae are

based on the idea of multiple reflections of waves within the crystal,

some of which will take place from one side of the groups of planes

and some from the other. Now, as we have seen in II, 1(J), if the

crystal is polar with respect to the set of planes concerned, the structure

factor depends upon the particular side of the group of planes from

which the reflection takes place. The difference is only appreciable in

those special cases in which the frequency of the incident radiation is

in the immediate neighbourhood of an absorption edge for one of the

Figure 5.3: Shape of the rocking curve (reflection curve) for a perfect crystal without absorption
multiple reflections (left) and additionally including absorption (right). θ0 is the reflection
angle corresponding to Bragg’s law, θ1 corresponding to the corrected Bragg’s law. — From
James (1962, Figs. 25 & 27.).

can pass through multiple atomic planes, loosing intensity with each passage as part of
the beam is reflected by each plane. On its way to leave the crystal the reflected radia-
tion has an additional chance to be re-scattered into the direction of the incident beam.
The treatment of these multiple scattering events is called dynamical diffraction theory
(Als-Nielsen & McMorrow, 2011). Each transmission or reflection event at one of these
planes causes a phase shift of the resulting wave compared to the incident wave. In the
sum, the reflected amplitude around the Bragg angle θ0 then has the shape as shown
in Fig. 5.3, left, where the flat part in the middle corresponds to total reflection. This
reflection curve is called the Darwin curve after the treatment of imperfect crystals by
Darwin (1922) or the rocking curve. If in addition to transmission and reflection also
absorption by the crystal is taken into account (first treated by Prins, 1930), the rocking
curve becomes asymmetric, the center of gravity of the curve is shifted to slightly smaller
angles than θ1, and the flat part for total reflection disappears (James, 1962). Since the
absorption of radiation in a crystal depends on the polarization of the incident radiation
(Section 5.6), the rocking curve differs for radiation polarized parallel or perpendicular
to the crystal planes, with the perpendicular polarization suffering from stronger absorp-
tion (Fig. 5.3, right). The total reflectivity of a crystal for each wavelength is determined
by the integral over the rocking curve. Thus, crystals with wider rocking curves tend to
have higher reflectivity, however, a large rocking curve width also corresponds to lower
spectral resolution. For detailed discussions of the derivation of the rocking curve see,
e.g., James (1962) and Als-Nielsen & McMorrow (2011).

For extended sources, radiation emitted from different regions of the source will fulfill
Bragg’s law at different locations on the crystal for the same wavelength. Thus, on the
detector plane, spectra originating from different regions of the extended source will
appear shifted from one another, effectively “washing out” the spectral resolution created
by the dispersive element. To achieve high spectral resolution, it is therefore important
that the projection of the source onto the crystal is small compared to the width of the
rocking curve, at least in the dispersion direction. This requirement can be satisfied by
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5.1 Bragg’s Law

implementing a slit or pinhole in the core of extended sources Hence, at EBIT, no slit
is required if, in the case of flat crystal spectrometers, the 50µm wide electron beam is
viewed with the dispersion direction perpendicular to the beam.

5.1.2 Higher-order Corrections due to Index of Refraction Effects

Bragg’s method laid the cornerstone for X-ray spectroscopy and provided the first means
to study X-ray wavelengths. By refining the setup and substituting the ionization chamber
with photographic plates, Moseley (1913) were able to systematically measure the wave-
lengths of characteristic X-rays of elements excited by cathode ray tubes1. While Bragg’s
law is a good start for the accuracy of these early experiments, Darwin (1914) predicted
that the measured position, i.e., the observed Bragg angle, of the X-ray line is slightly
shifted due to refraction. Accordingly, using a perfect crystal, close examination shows
the maximum of the diffraction pattern indeed at an angle θ > θ0, where θ0 corresponds
to the correct wavelength in air through Bragg’s law (Eq. 5.1; Compton & Allison, 1935).
Following the book of Compton & Allison (1935), this section shows the derivation of an
approximate correction to Bragg’s law.

The index of refraction µ= υ/υ′ is defined as the ratio of the phase velocities2 in air (υ)
and the crystal (υ′). Since the frequency of the light ν = υ/λ remains the same in air
and the medium, µ = λ/λ′. Because of Snell’s law of refraction3, also µ = cosθ/ cosθ ′.
For X-rays the deviation of the refractive index from unity is so small that we can write
µ= 1−δ, where δ is called the unit decrement. Therefore,

µ=
υ

υ′
=
λ

λ′
=

cosθ
cosθ ′

≡ 1−δ < 1, (5.2)

where λ is the wavelength in air and θ the observed glancing angle (cf. Fig. 5.4). Since
the reflections occur inside the crystal after the ray has been bent at the entrance, Bragg’s
law applies to the wavelength λ′ and the angle θ ′ inside the crystal (not to λ and θ
outside)

nλ′ = 2d sinθ ′. (5.3)

Combining equations 5.2 and 5.3 and eliminating the primed quantities4, we find

nλ= 2d

�

1−
2δ−δ2

sin2 θ

�1/2

sinθ ≈ 2d
�

1−
δ

sin2 θ

�

sinθ , (5.4)

1This study led directly to a scaling law for Kα transitions as a function of Z (Moseley, 1913, 1914), as well
as further insights into the atomic structure.

2The phase velocity in vacuum is the speed of light c. The “absolute” refractive index between vacuum and
a medium is often denoted as nr = c/υ.

3Snell’s law relates the angles of incidence and refraction (measured to the normal of the transition between
the media, i.e., φ = 90◦ − θ) to the absolute refractive indices as nr,1 sinφ1 = nr,2 sinφ2.

4Start with λ/λ′ = (1−δ) and substitute λ′ through Eq. 5.3, then square the resulting equation:
�

nλ
2d

�2

= (1−δ2) sin2 θ ′ = (1−δ2) (1−cos2 θ ′) = (1−δ2)
�

1−
cos2 θ ′

cos2 θ
cos2 θ

�

= (1−δ2)
�

1−
1

(1−δ)2
cos2 θ

�

where in the last step again Eq. 5.2 is used. Expanding the last expression, converting back to sin2 θ , and
taking the square root then leads to Eq. 5.4.
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Figure 5.4: Sketch to explain the refractive index µ, after Compton & Allison (1935). The phase
velocity of the wave (wavelength λ) in air υ is larger than in the crystal (υ′), resulting in a shift
to longer wavelengths in the medium (λ′). Therefore, the frequency of the light remains the
same (ν = ν′). Due to Snell’s law, the angle of incidence θ to the crystal surface decreases to
θ ′.

where the latter comes from expanding the radical and neglecting higher powers of δ
(Compton & Allison, 1935, p. 674). Since the refractive index µ, and therefore the unit
decrement δ, depend on wavelength (Eq. 5.2) and since the Bragg angle θ depends on
the order of refraction n, the correction to Bragg’s law also depends on n. Defining an
order dependent equivalent to the lattice spacing,

dn = d
�

1−
�

δ

sin2 θ

�

n

�

(5.5)

shows that the uncorrected Bragg’s law can be used as long as wavelength determinations
are made only in one order (Compton & Allison, 1935, p. 681). Combining multiple
diffraction orders necessitates the use of the corrected version of Bragg’s law (Eq. 5.4).

To be able to apply the correction, the value of the unit decrement δ and its wavelength
dependence still have to be found. For this, consider the reason behind the change of
phase velocity between air and the crystal medium (Compton & Allison, 1935, p. 274ff.).
The incident wave acts on the electrons of the medium, causing them to oscillate. After
a small period of time, these oscillations take on the frequency of the incident wave and
a wave of the same frequency is scattered by the electron. The differential equation de-
scribing forced, damped oscillations of an electron has to be solved for this displacement
of the electron from its rest position. The polarization of the medium, defined as the
electric moment per unit volume, is proportional to this displacement, and in turn enters
the dielectric constant κ of the medium. The dielectric constant is a complex quantity,
since it depends linearly on the solution of the differential equation. Now, according to
Maxwell, the phase velocity of a wave in a medium is related to the dielectric constant
via

υ=
c
p
κ

(5.6)

and, thus, is complex as well. Substituting this relation into the general equation of a
wave moving through a medium shows that the imaginary part of the complex dielectric
constant introduces an absorption coefficient into the wave equation, reducing the wave
amplitude during passage through the medium, whereas only the real part influences the
phase velocity.
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From Eq. 5.6 also follows that the index of refraction µ =
p
κ. Writing the dielectric

constant as κ = 1− 2δ − 2iβ , where δ and β can be shown to be small, and expanding
the root, gives (Compton & Allison, 1935, p. 277)

µ= 1−δ− iβ with δ =
∑

q

δq = −
2πnqe2mec2(k2

q − k2)

m2
e c4(k2

q − k2)2 + 4e4k6/9
. (5.7)

Here, k is the wave number of the incident light and nq is the number of electrons per
unit volume of the characteristic, or natural, frequency νq = kqc/2π and δ is the sum
over all of these frequencies. The natural frequency of an atom corresponds to the K, L,
M, etc., excitation limits that give rise to absorption edges.

The second term of the denominator, 4e4k6/9, is due to electromagnetic damping. For
light close to the frequency νq this term is needed to keep δ finite, but it is negligible as
long as the frequency ν of the incident photon is far away from any natural frequency of
the medium, reducing

δq = −
2πnqe2

mec2(k2
q − k2)

=
nqe2

2πme(ν2 − ν2
q)

(5.8)

and for frequencies ν2 � ν2
q much greater than any critical absorption of the medium

(Compton & Allison, 1935, p. 280; James, 1962, p. 54)

δ =
nee2

2πmeν2
=

nee2λ2

2πmec2
=

e2

2πmec2

1
mH

Z
A
ρλ2 (5.9)

where ne is the total number of electrons per cubic centimeter, which can be expressed as
ne = Z/(mHAρ), where ρ is the density of the medium, mH is the mass of the hydrogen
atom, A the atomic weight (or the sum of the atomic weights in a molecule), and Z the
total number of electrons in the atom (molecule).

Inserting the solution for the unit decrement δ (Eq. 5.9) back into the order dependent
set of lattice spacings dn (Eq. 5.5) and approximating the relation of wavelength λ and
observed glancing angle θ with the uncorrected Bragg equation (Eq. 5.1) eliminates the
wavelength dependence, while emphasizing the dependence on order:

dn = d

�

1−
(2d)2

n2

δ

λ2

�

= d

�

1−
(2d)2

n2

e2

2πmec2

1
mH

Z
A
ρ

�

(5.10)

where d∞ ≈ d, the lattice spacing derived, e.g., via density considerations. Tabulated
values can be found in Thompson et al. (2009). Note that these formulae are in cgs units,
i.e., the value of the elementary charge is expressed in statcoulomb (statC), also known
as the electrostatic unit of charge (esu).

Using Mohr et al. (2015) as reference values for c = 2.99792458 · 1010 cms−1, e =
1.6021766208(98) · 10−19 C≡ 4.803204673 · 10−10 esu, mH = 1a.u.= 1.660539040(20) ·
10−24 g, and me = 9.10938356(11) · 10−28 g, and Haynes (2015) values for the molecular
mass ASiO2

= 60.085a.u. and density ρSiO2
= 2.648g cm−3 of quartz (SiO2), the correction

term for quartz is
δ

λ2
(SiO2) = 3.57 · 10−6 1

Å
2 . (5.11)
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Substituting this correction term into dn (Eq. 5.10) and, using d ≈ d∞, gives the corrected
Bragg’s law for quartz crystals

nλ= 2d∞

�

1−
3.57 · 10−6

Å
2 ·

(2d∞)2

n2

�

sinθ , (5.12)

which is applied for the wavelength calibration of crystal spectra in Section 5.5.2 and
Chapter 7 for which reference lines where observed in both first and second order for the
same spectral range.

These formulae are only valid in wavelength regions far away from absorption edges of
the crystal because of the approximations made during their derivation and due to the
neglect of absorption in the medium. However, the order of magnitude of the correction
(∼ 10−6 Å) is already smaller than the accuracy of the lattice constants for most crystals.
The corrections to these corrections due to a more stringent derivation are even smaller.
For our purposes, these formulae following the Lorentz dispersion theory (Lorentz, 1923)
developed for the index of refraction in the optical regime with modifications to include
absorption theory for X-rays by Compton (1922) are sufficient. A more thorough treat-
ment is given by the Kramers-Kallmann-Mark theory of the refractive index, applying
the dispersion theory by Kramers (1924a,b) to the X-ray wavelength dependent index of
refraction by Kallmann & Mark (1926, 1927) and by Kronig (1926), which match the
Lorentz theory in the limit of wavelengths far away from the absorption edges (Compton
& Allison, 1935, p. 265).

5.2 Spherical Mirrors

Crystal spectrometers tend to have a small effective area because of the relatively low
reflectivity of the crystals. A way to increase the intensity of the measured spectrum is to
try to focus more of the reflected light onto the detector. To carry out any focusing during
reflection, the reflecting surface has to be curved. Employing geometrical optics, we can
determine the relative source and image positions as a function of focus or radius of
curvature. Optics, especially geometrical optics, is usually done with light in the visible
spectral range in mind. In the visible case, most ray tracing can be described in the
paraxial approximation, where the light rays hit the elements of the optical setup in near
normal incidence. Due to their short wavelengths, however, total reflection of X-rays only
happens at very shallow incidence angles on the order of ∼ 1 ◦. While partial reflection,
e.g., off crystals, also occurs at fairly large incidence angles, these angles typically still
do not approach 90 ◦ where the paraxial approximation holds. This regime of glancing
angles is often described in form of defects to the image due to off-center effects of optical
elements. The image due to rays reflected off a spherical mirror under a large angle
suffers from astigmatism, i.e., the focal length in the sagittal and meridional directions
differ from another. Accordingly, here first the relationship between source, image, and
focal distances for a spherical (concave) mirror in the paraxial approximation is derived,
followed by a treatment of deviations from this formula due to off-axis source positions.
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Figure 5.5: Schematic of rays reflected by a concave spherical mirror (center C, focus F with
f = R/2) in the paraxial approximation.

5.2.1 Paraxial Geometry

In the paraxial geometry, the height of incidence is so small that for all practical purposes
the incident rays can be considered close to the optical axis. This also means that all
relevant angles are small enough to use small angle approximation, i.e., sinα≈ α≈ tanα.
Consider a spherical concave mirror with a radius of curvature R, where C denotes the
center of the sphere (Fig. 5.5) and F the position of the focus. Generally, the focal length
is half of the radius of curvature, i.e., f = R/2. Now consider a point source at a distance
h from the optical axis and a distance p = PO from the apex O of the mirror. Rays
emitted parallel to the axis are reflected by the mirror through the focal point F, while
rays going through the focus are reflected parallel to the axis. The location where these
two reflected beams intersect denotes the position of the image of the point sources. The
image has a distance h′ from the axis and q = QO from the mirror apex. Within the
paraxial approximation, the curvature between the apex and the two reflection points A
and B is negligible such that, using trigonometry,

tanα=
h′ + h

p
=

h′

f
and tanβ =

h′ + h
q
=

h
f

.

Eliminating h and h′, the simple relation, dubbed mirror equation, between source dis-
tance p, image distance q and focal length f follows as

1
p
+

1
q
=

1
f
=

2
R

. (5.13)

5.2.2 Reflection at glancing angles – Astigmatism

Before going into the detailed geometrical derivation of reflection under larger angles, a
more qualitative approach is given first. The mirror equation (Eq. 5.13) is derived in a
projection, i.e., an infinitesimal slab in the paper plane with the optical axis being normal
to the mirror surface. Imagine instead the source location hovering above the paper plane,
but still close to the axis in the z-direction. This situation resembles the case where the
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spherical mirror stays frozen in place, but the slab that contains the source position and
the mirror apex is rotated around the apex out of the paper plane. The slab no longer cuts
the sphere through the center but instead cuts off a segment. Then the circle representing
the sphere in the two dimensional consideration of the previous section effectively does
not have radius R any more, but is the smaller circle of radius Rm = R sinθ , where 90 ◦−θ
is the angle by which the source plane was rotated, i.e., θ here is measured from the
mirror surface like the Bragg angle is from the crystal surface. In other words, we are
using the circle where the rotated optical axis appears to be normal to the circle apex.
The focus is then at fm = Rm/2= (R sinθ )/2 and is called the meridional focus.

Due to the large offset of the source from the axis, the geometry is no longer symmetrical
and the sagittal focus has to be considered separately through the plane perpendicular
to the paper that contains source and apex. To reconcile this case with the paraxial
approximation, again the radius of curvature for the circle normal to the optical axis
in this orientation is wanted. Here, the great circle of our sphere R appears to be a
segment of a larger sphere with radius Rs = R/ sinθ , making the sagittal focus fs = Rs/2 =
R/(2sinθ). The sagittal and meridional foci only coincide for θ = 90 ◦. This difference
explains why off-axis source locations are commonly treated under defects of the mirror.

Following the more detailed geometrical derivation of Longhurst (1967)5 for an off-axis
source location P, the same conclusion is reached, but additionally the two foci fm and fs
are shown to actually be line foci. Figure 5.6 (after Fig. 16-17 of Longhurst, 1967) shows
a spherical concave mirror M1M2 with radius R, center C, and apex O. P denotes the
location of the off-axis point source. Since the source itself never exhibits astigmatism,
the source “foci”6 are the same in both the sagittal and the meridional directions and
equal the distance of the source to the apex, i.e., ps = pm ≡ p = PO. T and S mark the
tangential (meridional) and sagittal foci with distances qm = OT and qs = OS, respectively,
from O. The line PC may be taken as an axis of the extended spherical surface through
point A. While S is the sagittal focus of the primary ray reflected in O, rays reflected in
M1 or M2 exhibit a small aberration and focus in S1 and S2, respectively, on the axis ACP.
When rotating the diagram around this axis ACP, the rays PM1 and PM2 build a sagittal
fan of rays, while S, S1, and S2 remain stationary in space, defining the sagittal focal
line S1S2. On the other hand, the tangential fan of rays described by PM1M2 traces a
tangential (meridional) focal line through T (perpendicular to the plane of the diagram)
during the same rotation around ACP (Longhurst, 1967).

Quantitatively, first consider the sagittal focus at S. In the figure (Fig. 5.6) the triangle
4POS consists of two sub-triangles 4POC and 4COS. Equating their areas

4POS=
1
2

psqs sin2Ipr =
1
2

psR sin Ipr +
1
2

Rqs sin Ipr =4POC+4COS,

using the identity sin 2x = 2sin x cos x , and dividing by psRqs sin Ipr leads to the optical

5see Michette (1986) for an alternative approach
6The sagittal and meridional distances, ps and pm, of the source to the mirror are not truly foci, but describe

the position where the source is in focus. To simplify the language, ps and pm, and in analogy qs and qm,
here are referred to as “foci”. See also Section 5.5.1.
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Figure 5.6: Astigmatism of a spherical mirror. — After Longhurst (1967, Fig. 16-17).

equation for the sagittal focus, S,

1
ps
+

1
qs
=

2cos Ipr

R
=

2sinθ
R

(5.14)

where θ = 90 ◦ − Ipr is the glancing angle relative to the tangent as commonly used for
Bragg’s law.

For the derivation of the tangential or meridional focus, take I1 and I2 as the angles of
incidence at M1 and M2, and the angles α, β , γ, δ, and ε as in the figure: α, β , and γ
are the opening angle of the mirror segment M1M2 at the source position P, the center of
the sphere C, and the image (focal) point T, respectively; δ is the obtuse angle between
M1C and M2P, while ε is between M2C and M1T. From simple triangular considerations,
it follows:

90 ◦ −δ = I1 +α= I2 + β ⇒ I1 − I2 = β −α
90 ◦ − ε= I1 + β = I2 + γ ⇒ I1 − I2 = γ− β

�

⇒ α+ γ= 2β .

Expressing the angles through the distances at hand leads to the focal relation. The
opening angle β at the center C of the sphere has the same proportion to a full circle with
2π as the arc length M1M2 has to the circumference 2πR. Therefore,

β =
M1M2

R
.

If the mirror surface M′1M′2 were perpendicular to the principle ray, parallax would tell
us that tanα = M′1M′2/pm. The real mirror surface, however, is at an angle, projecting
M′1M′2 = M1M2 cos Ipr. Additionally, the mirror M1M2 is small compared to the source
distance pm, allowing for small angle approximation. It follows

α=
M1M2 cos Ipr

pm
and similarly for the image γ=

M1M2 cos Ipr

qm
.
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Combining these angles gives the optical equation for the tangential or meridional focus,
T, as

1
pm
+

1
qm
=

2
R cos Ipr

=
2

R sinθ
. (5.15)

5.3 von Hámos Geometry

In order to increase the intensity falling onto the detector, it is desirable to attempt to
focus the reflected X-rays into a small image. Focusing is generally achieved through
reflection from curved surfaces and, in principle, there are two directions in which cur-
vature can be added to flat crystals: perpendicular or parallel to the dispersion direction.
Aside from imaging errors, cylindrical crystals with the curvature perpendicular to the
dispersion direction act like flat crystals in regards to X-ray diffraction. Therefore, these
shall be discussed first.

While bent crystal spectrometers have been proposed and used earlier (see, e.g., Cauchois,
1932, for an overview), von Hámos & Stschwerbina (1933) were the first to employ this
particular geometry. The von Hámos geometry was first proposed by Gouy (1916) and
is explained mathematically in von Hámos (1933). Isotropic radiation propagating from
a point source keeps its divergence when reflected by a flat crystal (Fig. 5.7). The idea
of the von Hámos geometry is to bend the crystal cylindrically around an axis through
the source positions and parallel to the crystal surface to focus the diverging rays back
down into an image point (Fig. 5.8). Rays of the same wavelength λ from an on-axis
point source clearly still follow Bragg’s law and are focused into the same point. The only
requirements for the crystal are that the planes of the lattice stay parallel to the tangential
plane of the cylinder in each point when bending the crystal, and the dimensions of the
mosaic elements of the lattice are small compared to the radius of curvature (von Hámos,
1933).

As the imaging happens perpendicular to the dispersion direction, the spectrometer also
works for line sources, such as EBIT or a slit in front of an extended source, as long as
they are oriented perpendicular to the dispersion accordingly. To describe the properties
of the image in terms of location, shape, dispersion, and image defects affecting the
spectral resolution, we follow the geometrical considerations of von Hámos (1933). An
alternative approach to derive the relations is taken by van den Berg & Brinkman (1955).

To set up the geometry, assume a monochromatic source, where λ matches the reflection
angle θ through Bragg’s law, and place it on the diameter of a half-cylinder (Fig. 5.9).
For convenience, the coordinate system has its center (denoted as O) on the cylinder axis,
the cylinder axis aligns with the x-axis, and the line source coincides with the y-axis.
Choose an arbitrary point on the line source with the coordinates P (x = 0; y = y0; z = 0).
Radiation emitted from this point P under an azimuth angle φ (direction in the z y-plane)
is reflected in F at a glancing angle θ in the radial plane (fulfilling Bragg’s law; note that
the use of φ and θ to denote the azimuthal and Bragg angle, respectively are exchanged
compared to von Hámos (1933) in order to associate the Bragg angle consistently with θ
throughout this chapter) to form an image in Q. To describe the spectroscopic properties
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Figure 5.7: Reflection of a point source off a flat crystal. The direction of the rays changes but
their spread does not. The reflected rays can be perceived as coming from a virtual point behind
the crystal. — After van den Berg & Brinkman (1955).

Figure 5.8: Sketch of the von Hámos geometry. The isotropic radiation (mono-chromatic wave-
length λ) of a point source is imaged back into a point by the curvature of the crystal. — After
Beiersdorfer et al. (1990a).

of the crystal, we need to know this image location in the source plane, i.e., Q (x =
x1; y = y1; z = 0), as a function of the parameters of the line source and the crystal
dimensions (lattice spacing 2d, radius of curvature R). Figure 5.9 displays these points
on the half-cylinder of the crystal and their respective projections onto the z y-plane in
x = 0 and the zx-plane in y = 0. Points in the z y-projection are denoted with primed
versions of their letter representation in the three-dimensional view, while those in the
zx-projection are denoted with double-primed letters.

First, we derive y1, as this can be done entirely in the z y-plane, while x1 requires both
planes. The projection of F in the z y-plane is the point m′ (x = 0; y = R sinφ; z = R cosφ).
Draw a line through m′O, and drop a perpendicular from Q′ onto this line (intersecting it
in point H) and from P′ (intersecting in G). Then Q′H and P′G both have angle φ to the
y-axis. During reflection, incident and reflection angle are equal. In the z y-projection,
therefore, ÝQ′m′O =ÝOm′P′. With three identical angles, triangles4Q′Hm′ and4P′Gm′
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Figure 5.9: Von Hámos geometry. Left: three-dimensional view of the cylindrical crystal (blue)
and a reflected X-ray beam (read); Right: projections of the reflection into the z y- and the
zx-plane. Note that φ and θ are swapped compared to the paper in order to keep θ associated
with the Bragg angle. — After von Hámos (1933).

are similar and thus the ratios of the triangle edges are the same in both triangles:

P′G

m′G
=

Q′H

m′H
⇒

y0 cosφ
R− y0 sinφ

=
−y1 cosφ

R− y1 sinφ

where the last part follows from trigonometry. Note that y1 is negative such that the
minus sign is necessary to get the absolute value for the length OQ′. Solving for y1 gives
us the y-coordinate of the image Q as

y1 =
−y0R

R− 2y0 sinφ
. (5.16)

To derive x1, first consider the zx-plane where P′′Q′′ =m′′n′′ =m′′F′′+F′′n′′, as the length
of the cylinder is constant. For m′′F′′ Pythagoras theorem determines the length from the
triangle4pFm, but note that this triangle is not in the xz plane such that both the y- and
z-component of p need to be taken into account. From the triangle 4pPF follows

pF= Pp · cotθ = (R− y0 sinφ) cotθ .

The length pm equals P′G= y0 cosφ. Combined we get

m′′F′′ =
Ç

pF
2 − pm2 =

q

(R− y0 sinφ)2 cotφ − y2
0 cos2φ.

The projection into the z y-plane at x = x1 looks exactly the saem as in x = 0, thus n′′F′′

is analogue to m′′F′′ by substituting y1 for y0 and inserting Eq. 5.16

n′′F′′ =
q

(R− y1 sinφ)2 cotθ − y2
1 cos2φ =

R
R− 2y0 sinφ

·m′′F′′.

Finally, with x1 = P′′Q′′, we find

x1 =
2(R− y0 sinφ)
R− 2y0 sinφ

Æ

(R− y0 sinφ)2 cot2 θ − y0 cos2φ. (5.17)
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5.3 von Hámos Geometry

Generally, the radius of curvature R is chosen much larger than the length of the slit. With
a power series expansion (Taylor) in y0/R� 1 up to (excluding) the quadratic term, the
formulae for x1 and y1 simplify to (Beiersdorfer et al., 1990a)

x1 = 2R cotθ

�

1+
��

1+
1

2 cot2 θ

�

sin2φ −
1

2cot2 θ

� y2
0

R2

�

φ=0
−−→ 2R cotθ

�

1−
1

2cot2 θ

y2
0

R2

�

y1 = −y0 − 2
y2

0

R
sinφ. (5.18)

For a small range of azimuthal angles around φ = 0, the image of a slit on the y-axis
has the form of a parabola. For points further away from the cylinder axis, the shape
of the image parabola changes slightly, causing astigmatism that broadens the composite
image (Beiersdorfer et al., 1990a). All of these parabolas, however, have the common
point x = 2R cotθ on the x-axis (y0 = 0) for monochromatic light. The imaging error due
to astigmatism is determined by the azimuth φ dependent portion of the image location
(von Hámos, 1933), i.e.,

∆x1 = 2R cotθ
�

1+
1

2 cot2 θ

�

sin2φ
y2

0

R2
(5.19)

∆y1 = −2sinφ
y2

0

R
. (5.20)

The opening angle 2φmax of the crystal limits the range of possible azimuthal angles φmax

and is one way to control the magnitude of the image error. Reducing the opening angle
of the crystal comes with a loss in the number of reflected rays and reduces the image
intensity due to the reduced solid angle. A larger contributing factor to the image error
is the length y0 of the slit relative to the cylinder radius R. For a perfect point source,
the positional uncertainty of the image vanishes, but again a longer slit increases the
total reflected photon flux. Since x is the dispersion direction, the error ∆x1 limits the
resolving power λ/∆λ. The targeted resolving power is, therefore, a good defining factor
for a compromise between intensity and the product (sinφ y0/R) of opening angle and
slit length.

For the relationship between∆x1 and∆λ, we first need to find the dispersion. All parabo-
las for a given wavelength have the common apex point x1 = 2R cotθ , where θ has to
fulfill Bragg’s law sinθ = nλ/2d. With the identity cot(arcsin(x)) =

p
1− x2/x , the λ

dependent version of x1 simplifies to

x1 = 2R

√

√

√

�

2d
nλ

�2

− 1. (5.21)

The dispersion then is

dλ
dx1

=
�

dx1

dλ

�−1

=
λ2

2R
n

2d

√

√

√

1−
�

nλ
2d

�2

=
λ

2R
cosθ sinθ . (5.22)
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5 High-resolution Imaging Crystal Spectrometer

Approximating the dispersion as ∆λ/∆x1 and using Eq. 5.19 in its wavelength depen-
dent form (substituting cotθ by

Æ

(2d/nλ)2 − 1 as in Eq. 5.21) leads to the spectrometer
parameters as a function of resolving power

sin2φ
y2

0

R2
=
∆λ

λ

1
�

1− 1
2

� nλ
2d

�2� . (5.23)

In other words, the length of the slit gives a resolving power of ∆λ¦ R2/y2
0 (Beiersdorfer

et al., 1990a). The width of the source ∆x0 superimposes shifted versions of the same
image at x1. The effect on the resolving power similarly follows from the dispersion
(Eq. 5.22) by ∆λ/∆x0 to

λ

∆λ
=

2R
∆x0





nλ
2d

√

√

√

1−
�

nλ
2d

�2





−1

=
2R
∆x0

1
cosθ sinθ

. (5.24)

The final limiting factor to the resolving power is the spatial resolution ∆s of the detector.
Since on the cylinder axis the distance D between source and image is x = 2R cotθ , the
distance between crystal and detector (respectively between crystal and source) follows
from trigonometry (D = x/2/ cosθ) to D = R/ sinθ . At the center of the detector, the
resolving power is then limited by (Beiersdorfer et al., 1990a)

λ

∆λ
=

2R
∆s cosθ

(5.25)

and drops further by sin(θ − α)/ sinθ at the edge of the detector where α ≈ ` sinθ/(2R)
with detector length `, in case the detector is mounted perpendicular to the line of sight.
Because the detector distance is D = R/ sinθ , the resolving power of the von Hámos spec-
trometer does not drop at small Bragg angles, contrary to the Johann geometry. Instead
of loosing resolving power, the loss at small angles is in collected photon flux (Beiersdor-
fer et al., 1990a).

5.4 Johann Geometry

Although previous studies had not been very successful in designing cylindrically bent
crystal spectrometers and one author even showed that a geometrically exact solution
is not possible, Johann (1931) successfully proposed a geometry with the crystal cur-
vature in the plane of dispersion. Johann (1931)’s achievement was to realize that an
exact solution is not necessary as long as the aberrations are small enough. He adapted
the Rowland circle geometry, originally designed for concave gratings (Rowland, 1882,
1883), to cylindrically bent crystals. In short, the Rowland circle is a circle of radius
r = R/2, where R is the crystal radius of curvature. It is an image circle and touches the
crystal in its apex B (Fig. 5.10a). X-rays of a certain wavelength λ are reflected only if
they fulfill the Bragg condition, where, in this cylindrical geometry, the Bragg angle θ is
measured towards the tangent of the crystal in the point of reflection. Then, φ = 90◦ − θ
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5.4 Johann Geometry

is the angle of the X-ray to the radius of the crystal. An X-ray coming from point K on the
Rowland circle is reflected in the crystal apex B to intersect the Rowland circle in point
L (Fig. 5.10b). The inscribed angle theorem postulates that any point A on the Rowland
circle sees the arc KM (M being the center of the crystal circle) under the very same angle
ÝKAM = φ (Fig. 5.10c). A ray reflected in A then also intersects the Rowland circle in
L, since the arcs KM and ML have equal length. The reflecting crystal surface, however,
is displaced a short distance behind the Rowland circle. The path of the rays is there-
fore translated in parallel along the chord AM to be reflected in A′ on the crystal surface
(Fig. 5.10d). The rays now intersect the Rowland circle in K′ (source side) and L′ (image
side). This shows that an exact solution does not exist for this spectrometer setup, but as
long as the distances KK′ and LL′ are small, it will still work for spectroscopy. Clearly, the
positional uncertainty depends on the length of the crystal. With simple geometry, the
corresponding limit to the resolving power can be derived (Johann, 1931).

Reflection of a crystal segment C′ on the other side of the apex B has a similar effect in
shifting the image point on the Rowland circle (Fig. 5.10e). This shift actually has the
same direction as the shift caused by reflection in A′ such that reflection in the apex B
produces a sharp, well-defined edge of light in L (Fig. 5.10e, purple line).

Due to the inscribed angle theorem discussed above, in first approximation, the entire
crystal surface reflects light simultaneously only depending on wavelength, i.e., Bragg
angle, and focuses the divergent rays originating on a single point of the Rowland circle
back into a single, though slightly broadened towards longer wavelength, point on the
circle. With small enough opening angles, the Johann geometry therefore brings an
increase in observed intensity without sacrificing much resolution. An added benefit is
that this spectrometer geometry does not require a slit in front of the source (Johann,
1931). In fact, because of the inscribed angles, each point on the Rowland circle (on
one side of the symmetry line MB) corresponds to a different Bragg angle on the crystal.
Therefore, extended sources are required to extend the observable wavelength range.
Otherwise the accessible wavelength range at a single setting is limited by the size of the
focal spot on the Rowland circle.

The dispersion relation of the Johann geometry is defined by the sharp long wavelength
edge of the reflected rays, i.e., by the chord LB. The chord LB defines an isosceles triangle
with the center O of the Rowland circle, with the acute angles φ = 90◦ − θ (Fig. 5.10f).
Therefore, the central angle ÝBOL = 2θ such that the dispersion retains a simple sine
dependence along the Rowland circle (Johann, 1931).

The expected maximum line width is determined by the distance a = SP (Fig. 5.10g)
between the crystal and the Rowland circle at the edges of the crystal (Johann, 1931).
For fixed crystal radii, this distance gets larger with longer crystals, i.e., this distance
needs to be determined as a function of opening angle. Let α/2 be the opening angle of
the half crystal arc PB as seen at the center of the crystal circle (Fig. 5.10g). Then, because
of the inscribed angle theorem, the crystal arc projected onto the Rowland circle as arc
SB spans the angle α at the center of the Rowland circle. In trigonometry, the distance
between a unit circle and its tangent is described by the function exsec(x) = sec (x)− 1.
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5 High-resolution Imaging Crystal Spectrometer

Figure 5.10: Johann geometry after sketches from Johann (1931). The blue arc through B rep-
resents the crystal bent to a radius R (center M). The black circle corresponds to the Rowland
circle of radius r = R/2. — Drawings after Johann (1931).
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Therefore (Johann, 1931),

QP = R · (sec (α/2)− 1) = 2r ·
�

1
cos (α/2)

− 1
�

(5.26)

∼ 2r ·

�

�

1−
α2

22 · 2!

�−1

− 1

�

= 2r

�

1+
α2

8
− 1

�

∼
1
4

rα2 (5.27)

where the first approximation uses the series expansion of cosine up to the quadratic
term and the second approximation uses the series expansion of 1/(1− x2) around x = 0
up to the second term, i.e., it is assumed that the opening angle α of the crystal is small.
This is a valid assumption since typically large crystal radii R are used (e.g., Section 5.5).
Similarly,

Q′S= r(secα− 1)∼ 1/2 · rα2 = 2 ·QP. (5.28)

Since for small angles Q′S→ QS, the distance between crystal and Rowland circle follows
as

a = SP = QS−QP = 2 ·QP−QP = QP =
1
4

rα2. (5.29)

Additionally, the line width, represented by the arc b depends on the angle under which
the reflected rays strike the X-ray detector (Fig. 5.10h): Let x be the parallel shift of
the reflected ray. This shift is identical for reflection on both edges of the crystal, as we
assume a symmetrical geometry. Nevertheless, as seen from the sketch, this distance x is
projected into arcs of different lengths when coming from the source (bs) or image (bi)
side of the crystal. To express the shift x in terms of known values, we can take a as
the hypotenuse of a right triangle such that x = a sinφ = a cosθ . Next we need to find
the projection angles of x onto the Rowland circle. The point S on the Rowland circle
together with the centers of the crystal and image circles defines an isosceles triangle,
i.e., the radii of the image and crystal circles span an angle of α/2 at the reflection point
on the Rowland circle. Therefore, the tangent onto the image circle and the tangent onto
the crystal along the chord MC also span an angle of α/2 between them, such that the
angle of the rays striking the detector are at most α/2 different from the Bragg reflection
angle (Johann, 1931). It follows that on the image side, the angle γi of the reflected ray
relative to the tangent of the Rowland circle is γi = θ − α/2. Similarly, on the source
side the corresponding angle is γs = θ + α/2. For small arcs b, the circle segment is
close to a straight line of the same length. Therefore, again using right-angled triangles,
x = bi sin (θ −α/2) and x = bs sin (θ +α/2). On average, for small opening angles, thus,
x ≈ b sinθ . Substituting x and expressing the opening angle α = `/R = `/(2r) in terms of
the crystal length ` then leads to the line broadening b due to the distance between the
crystal and the Rowland circle as (Johann, 1931)

b = a cotθ =
1
4

rα2 cotθ =
1
16
`2

r
cotθ =

1
8
`2

R
cotθ . (5.30)

This error is small at large Bragg angles θ but at small Bragg angles needs to be reduced
by employing shorter crystals. In either case `� R, since small angle approximation for
α was used in the derivation.
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5 High-resolution Imaging Crystal Spectrometer

The line width b corresponds to the image error due to reflection off a crystal element at
a distance 1/2` from the crystal center. Increasing the crystal length does not increase the
intensity of points on the Rowland circle closer to L, but rather the increased observed
intensity is due to the additional line width. This information can be used to derive the
expected line shape of the reflection. It scales as 1/

p
x , where x is the distance on the

Rowland circle from the principal ray in L (Johann, 1931).

Further line broadening can be caused by alignment issues. The derivation of b assumed
that the crystal touches the Rowland circle in B and that the detector follows the curvature
of the circle (Johann, 1931). If either the crystal or the detector is shifted parallel to the
Rowland circle by a distance a, then the lines shift by d = a cotθ (in analogy to the
derivation of b). Furthermore, it is possible that the crystal focus differs from the image
circle of the detector such that there is a difference ∆ = 2ρ−R between the crystal radius
R and the detector circle diameter 2ρ (Fig. 5.10i). This difference results in a symmetric
line broadening b. For the limit of θ = 90◦, this broadening has, from the intercept
theorem (assuming a small opening angle to neglect the curvature), the size b = `/R ·∆
(Johann, 1931). For smaller Bragg angles θ the same concept applies, but we need to
know how BM = R→ BL and ∆→ δ scale as a function of θ . The chord BL changes as
BL = 2ρ cosφ = 2ρ sinθ ∼ R sinθ , assuming that ∆ � R. To derive δ, first we find the
distance x between the two circles in the radial direction of the smaller detector circle
(Fig. 5.10j). From the triangle we find

(ρ + x) cosβ = (ρ +∆/2)− e and e = O1O2 cos (2θ ) =
∆

2
cos (2θ ). (5.31)

Again, assuming only a small difference between the circles, i.e., small ∆, means cosβ →
1. Therefore, from these two equations follows (Johann, 1931)

x =
∆

2
(1− cos (2θ )) . (5.32)

Since the reflected ray intersects the Rowland circle under the angle θ in L (Fig. 5.10k),
δ relates to x as δ = x/ sinθ . Inserting both BL and δ into b derived from the intercept
theorem results in the line broadening due to focusing differences (Johann, 1931)

b =
`δ

BL
=
`

R
x

sin2 θ
=
`

R
∆

2
1− cos (2θ )

sin2 θ
=
`∆

R
(5.33)

where the latter uses the identities cos (2θ ) = cos2 θ − sin2 θ and cos2 θ + sin2 θ = 1. Note
that this error is independent of the Bragg angle θ and therefore no correction is nec-
essary for relative wavelength measurements. For absolute wavelength measurements
it should be noted that the lattice constant decreases a little upon bending the crystal
(Johann, 1931).

The uncertainties as derived above are in units of length. To determine the resolving
power, λ/∆λ = tanθ/∆θ , it is more convenient to translate these into uncertainties on
the observed Bragg angle. Beiersdorfer (1988) lists these as

∆θ0 = 2arctan
�

d/2
R sinθ

�

(5.34)
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5.5 OHREX & EBHiX Spherical Crystal Spectrometers

due to the detector channel size d for the detector channel that touches the Rowland
circle;

∆θ1 =
`2

8R2 tanθ
(5.35)

due to focusing errors originating from the length ` of the crystal (related to Eq. 5.30);

∆θ2 =
h2

8R2 sinθ cosθ
(5.36)

due to height h of the crystal (Schnopper & Kalata, 1969);

∆θ3 =
``2

d

8R3 sin2 θ
(5.37)

due to a flat X-ray detector of length `d being tangent to the Rowland circle; and

∆θ4 =
∆d · `

R2 sinθ
(5.38)

due to the detector being displaced from the Rowland circle by ∆d.

In the cylindrically bent version of the Johann geometry, the reflected rays from a point
source on the Rowland circle are still diverging out of the plane of the Rowland circle,
similar to the diverging reflection of a flat crystal spectrometer (see Fig. 5.7).

5.5 OHREX & EBHiX Spherical Crystal Spectrometers

Beiersdorfer et al. (2016b) designed an imaging, high-resolution, spherical crystal spec-
trometer, dubbed the Orion high-resolution X-ray (OHREX) spectrometer, for diagnostics
of high-density plasmas at the Orion laser facility (Hopps et al., 2015). X-ray spectroscopy
is the traditional tool for plasma diagnostics of laser-produced plasmas (Nagel et al.,
1974), where, generally speaking, the electron density is derived from the observed line
profile due to Stark broadening and the electron temperature from the relative inten-
sity of resonance lines to their dielectronic recombination satellites (Hammel et al., 1992,
1993; Mancini et al., 2013). In addition to high resolving powers in order to resolve these
features, OHREX requires large effective area, since the high-powered short-pulse laser
produces very small plasmas that radiate only for a few picoseconds, and time resolution
is desired. With minor modifications, the spectrometer was developed for use at EBIT and
dubbed the EBIT high-resolution X-ray (EBHiX) spectrometer (Beiersdorfer et al., 2016c),
which also is a relatively weak source. Calibration and testing of OHREX has been done
by Beiersdorfer et al. (2016c), Brown et al. (2016), and Hell et al. (2016a).

5.5.1 Design Considerations

General

The general design of the OHREX spectrometer (Beiersdorfer et al., 2016b) derives from
designs for spectrometers used at tokamaks for imaging of their large plasmas (Bitter
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et al., 1999, 2004; Hill et al., 2008) and at the Titan laser facility (Chen et al., 2014).
It is also similar to the design of a proposed spectrometer for ITER (Beiersdorfer et al.,
2010). In order to collect as much flux as possible, the basic idea for the spectrometer
design is to combine the spatial focusing of the cylindrical von Hámos geometry with
the spectral focusing of the cylindrical Johann geometry into a spherical crystal. For a
spherical crystal the focusing properties of the spherical mirror also apply for those rays
that fulfill the Bragg condition (Eq. 5.1). In this case, the meridional focus (Eq. 5.15) is
associated with the spectral focus and the sagittal focus (Eq. 5.14) with the spatial focus.

In their design description, Beiersdorfer et al. (2016b) assume that a spherically bent
crystal has four foci, two each for the location of the image (qm, qs) and the location
of the source (pm, ps); or, in a different pairing, two each for the meridional/horizontal
focusing associated with spectral focusing (pm, qm) and for the sagittal/vertical focusing
associated with spatial focusing (ps, qs). This is an attempt in simplifying the language.
More traditionally, spherical crystals are described having two foci, the meridional focus
fm = 1/2 R sinθ on the right hand side of Eq. 5.15 and the sagittal focus fs = R/(2 sinθ ) on
the right hand side of Eq. 5.14, while pm and ps would be the location where the source
is in focus and qm and qs the location where the image is in focus, in the meridional and
sagittal plane, respectively (cf. Section 5.2).

Maximizing the observed intensity requires that the the meridional image location qm

coincides with the spectral focus of the Johann geometry, i.e., falls onto the Rowland
circle at

qm = R sinθ . (5.39)

At the same time, the signal-to-noise ratio of the image is maximized if the image covers
only a small area on the detector, i.e., the spatial (sagittal) image qs should coincide with
the spectral image location, again on the Rowland circle, with

qs = qm = R sinθ . (5.40)

For the image to be in focus on the Rowland circle, the spherical mirror equations directly
requires the source position to be

pm = R sinθ (5.41)

ps = −
R sinθ

cos (2θ )
= −

pm

cos (2θ )
. (5.42)

By design, the image (qm, qs) is focused into a point. Therefore, the source foci have to
be line foci (Fig. 5.11), in a reversal of the propagation direction in the derivation of the
focus equations for a spherical mirror (Fig. 5.6, Section 5.2). From these equations it is
also clear that the sagittal source location is only real, if θ > 45◦; for θ = 45◦ the rays are
parallel and for θ < 45◦ the rays diverge, making a virtual image with ps < 0. OHREX,
therefore, operates at a Bragg angle θ > 45◦ (Beiersdorfer et al., 2016b).

Also, the source locations (pm, ps) in the meridional and sagittal planes do not generally
coincide at any Bragg angles of practical use. However, this is actually advantageous: as
illustrated again in Fig. 5.12, in the Johann geometry (Section 5.4) each point on the
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063501-3 Beiersdorfer et al. Rev. Sci. Instrum. 87, 063501 (2016)

FIG. 1. Focussing properties of the spherically bent crystal used in the OHREX spectrometer. The sagittal and meridional image foci qs and qm, respectively,
are set to equal Rcsinθ. This means that both the spectral and the spatial foci are on the Rowland circle. The second meridional focus pm forms a line that is
perpendicular to and intersects the Rowland circle. The second sagittal focus ps also forms a line, which is in the plane of the Rowland circle.

Because of the diminutive size of the Orion x-ray source, the
effective length of the crystal le f fc that contributes to the signal
is negligible compared to Rc, and the Johann error essentially
vanishes. Instead, the limits on the spectral resolving power
stem from the intrinsic resolving power of the crystal itself and
the quality of the bend.

Although a longer crystal does not increase the signal
strength from Orion plasmas, a longer crystal is preferable
because the length of the crystal determines the spectral range
covered by the instrument. This is illustrated in Fig. 2.

Only x-rays with wavelength λ1 from a point source
located at position “λ1” on the Rowland circle shown in
Fig. 2 will be focused on the detector. Similarly, x-rays with
wavelength λ2 from a point source on the Rowland circle
located at λ2 will be focused on the detector. In other words,

a point source on the Rowland circle will only produce a
monoenergetic signal. By placing the source away from the
Rowland circle, as required by our focusing condition, a
segment of the Rowland circle is illuminated, resulting in a
finite energy coverage, as illustrated in Fig. 2. The range of
energy is, thus, determined by the length of the crystal.

B. Specific design parameters
of the OHREX spectrometer

Density measurements based on the Stark broadening
preferentially utilize K-shell x-ray transitions from levels with
principal quantum number n = 3, i.e., the 3p → 1s Lyman-
β transitions in hydrogenlike ions or the 1s3p 1P1 → 1s2 1S0
He-β transitions in heliumlike ions. Density determinations

FIG. 2. Energy range coverage of the OHREX spectrometer by an x-ray point source located outside the Rowland circle.
 Reuse of AIP Publishing content is subject to the terms at: https://publishing.aip.org/authors/rights-and-permissions. Download to IP:  128.115.190.35 On: Thu, 09 Jun

2016 17:09:18

Figure 5.11: Focusing of OHREX. From — Beiersdorfer et al. (2016b, Fig. 1).
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are set to equal Rcsinθ. This means that both the spectral and the spatial foci are on the Rowland circle. The second meridional focus pm forms a line that is
perpendicular to and intersects the Rowland circle. The second sagittal focus ps also forms a line, which is in the plane of the Rowland circle.
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Figure 5.12: Energy range. — From Beiersdorfer et al. (2016b, Fig. 2).

Rowland circle sees the crystal at a different Bragg angle, corresponding to a specific X-
ray wavelength. Effectively, therefore, for each wavelength a point on the Rowland circle
makes the point source that results in the focused meridional image (qm), automatically
fulfilling the condition for pm. Thus, having the source focused on the Rowland circle
in pm would result in a monochromatic image. On the other hand, placing the source
at the sagittal source position ps illuminates a segment of the Rowland circle, allowing
for a range of wavelengths to be observed simultaneously, where the wavelength range is
determined by the length of the crystal. Placing the source at ps also maintains the spatial
focusing at qs and allows X-rays reflected from the full crystal height h to be collected in
a small area on the detector, such that a taller crystal increases the collected flux as in
the von Hámos geometry (Section 5.3).
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The collection area in the meridional direction is determined by the source size. For a
point source, only the width of the rocking curve of the crystal contributes to the merid-
ional reflection of X-rays and the crystal length only determines the wavelength range.
For extended sources, this effective crystal length leff increases until for very large sources
the true length of the crystal limits the reflected flux. The largest limiting factor for the
spectral resolution is the Johann error

∆θ =
(leff)2

8R2 tanθ
. (5.43)

For a point source such as Orion or the beam width of EBIT, leff � R such that the
resolving power of the spectrometer is only limited by the intrinsic resolution of the
crystal and possible defects from bending the crystal. For point sources, the spectral
resolution is therefore insensitive to small deviations from the exact image and source
positions, i.e., careful focusing is unnecessary for fixed Bragg angles.

Orion-specific: OHREX

The above design conditions can be fulfilled by various combinations of nominal Bragg
angles, crystal radius, and source and image positions. The specific values for these
parameters are defined by the setup at the Orion laser facility. The Orion laser has a
very low shot rate. OHREX should therefore be easy to set up, preferentially be able to
be aligned and tested offline, without the necessity for tedious realignment of crystals
if new crystals are installed, and easy to service for crystal and image plate changes
(Beiersdorfer et al., 2016b).

Since the image and source positions depend on the nominal Bragg angle of the instru-
ment, any significant change in angle would require not only changing the angle of the
detector arm, but also a change in source and detector distances from the crystal. To
avoid this issue, OHREX operates at a fixed Bragg angle of 51.3◦. Different wavelength
ranges are accessible through the use of different crystal cuts with appropriate lattice
spacing 2d. Quartz crystals typically have high resolving power (Burek, 1976) and uni-
form focusing quality (Hill et al., 2014; Pereira et al., 2015) and are, thus, ideally suited
for the OHREX. Additionally, various cuts of quartz cover the desired wavelength bands
with a common Bragg angle of θ = 51.3◦ (Beiersdorfer et al., 2016b).

OHREX uses image plates as X-ray detector, which have to be replaced after every shot,
breaking the vacuum of the spectrometer. To allow easy access to the image plates and for
switching the crystals, OHREX is mounted on the outside of the Orion chamber, separated
by a gate valve (Beiersdorfer et al., 2016b). With a chamber radius of 2 m and some extra
space for flanges and the valve, this determines the sagittal source distance to ps = 240 cm.
From Eq. 5.42, the required crystal radius is R = 67.2 cm. The distance between crystal
and detector then follows as qm = 52.4 cm, leading to a demagnification of the source by
a factor 0.22 or roughly a 5:1 ratio.

To double either the wavelength coverage or the collected signal, OHREX can house
two crystals simultaneously. The crystals have a surface area of 40 × 60 mm. The crys-
tal holders are mounted directly on the removable side plates of the spectrometer body
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Figure 5.13: OHREX drawing (Beiersdorfer et al., 2016b).

(Fig. 5.13). Crystals can therefore easily be exchanged by taking the side plate off and
replacing it with another side plate with a pre-mounted crystal. This way, no in situ
alignment is necessary: crystals can be set up and their alignment tested on a duplicate
spectrometer, even at a different facility (Section 5.5.2), without loosing their alignment
(Beiersdorfer et al., 2016b,c). The crystal holders are equipped with micrometer screws
for small adjustments to the crystal angle and for moving the image across the detector
face. The latter ensures that there is no spatial overlap of the images from the two crystals
on the detector. Bellows on the detector arm allow for small adjustments to the focus.

EBIT-specific Modifications: EBHiX

For use at EBIT in form of the EBHiX spectrometer, the image plate holder is substituted
by a liquid nitrogen cooled, open-nose CCD camera with a 1300× 1340 pixel array and
20µm× 20µm pixel size (Beiersdorfer et al., 2016c). The area of the CCD chip is smaller
than the area of the image plates. With its total width of 26.8 cm, it cuts off about one
third of the spectral coverage of the crystal (Beiersdorfer et al., 2016c; Hell et al., 2016a).
The spatial resolution of the CCD is almost a factor of four better than the resolution of
the image plate (Beiersdorfer et al., 2016b,c). To preserve the source distance of 240 cm,
a vacuum tube is mounted between the 4 ” gate valve of the EBHiX chamber (Fig. 5.13)
and the EBIT gate valve. A 50µm Be window installed at the EBIT port flange keeps the
EBHiX’s low vacuum of 10−6–10−9 torr separated from EBIT’s high vacuum of ≤ 10−10 torr
and acts as a block for stray visible light from the trap (Beiersdorfer et al., 2016c). Due to
the fixed Bragg angle design, crystals can easily be swapped between OHREX and EBHiX
without loosing their alignment. Figure 5.14 shows photographs of EBHiX installed at
EBIT-I.
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Figure 5.14: EBHiX at EBIT. Top: horizontal, bottom: vertical.
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Figure 5.15: CCD image in perpendicular and parallel orientation.

Since EBHiX is an imaging spectrometer employing a spherically bent crystal, it can be
operated either with the dispersion plane perpendicular (horizontal EBHiX, Fig. 5.14 top)
or parallel (vertical EBHiX, Fig. 5.14 bottom) to the electron beam. It is therefore well
suited for polarization measurements (see Section 5.6 for a proof of concept). For the
vertical EBHiX, the CCD camera is tilted by 12.2◦ from the horizontal (Beiersdorfer et al.,
2016c), but due to its bottle neck the camera’s dewar can hold enough liquid nitrogen to
keep the CCD at its operating temperature for about 12 h before a refill is required.

In the horizontal position, the 50µm beam diameter is focused in the spectral direction,
acting like a point source for the Johann geometry with negligible leff (Eq. 5.43), while
the 2 cm trap length is focused in the spatial (cross-dispersion) direction into a ∼ 200
pixel (4 mm) wide image. In the vertical orientation, the small beam width is imaged in
spatial direction (see Section 5.5.2 and Brown et al., 2016), while the trap length has to
be focused in the spectral direction. In this case, leff is significantly larger and can be a
limiting factor for the spectral resolution. Unlike the horizontally mounted EBHiX, the
vertical EBHiX is therefore sensitive to small deviations of the detector position from the
focused image location and careful focusing is important for maximum resolving power.
See Figure 5.15 for example CCD images.

5.5.2 Performance at EBIT

The performance of both the OHREX spectrometer in operation at the ORION laser facility
and the EBHiX have been tested at EBIT (Beiersdorfer et al., 2016b,c; Brown et al., 2016;
Hell et al., 2016a). The following is an overview of the performance of the EBHiX, much
of which has been taken in verbatim from Hell et al. (2016a).

The spectral and spatial resolution of several crystals have been tested at EBIT (see be-
low). All these crystals, even in a spherical focussing geometry, have small reflectivity.
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Coupled to the somewhat low flux of EBIT, the count rate of the EBHiX may be low, i.e.,
on the order of 1–2 counts per line per hour (Mn Lyα in second order) to ∼ 40 counts
per line per hour (Si w in first order)7. To ensure that the maximum number of photons
are detected from each image, a detection and filtering algorithm was developed. The fil-
tering technique detects individual photon events based on a pulse height analysis of the
spectral image (Hell et al., 2016b). The filter algorithm assumes that every X-ray event is
the result of a single incident photon, i.e., no double photon events occur in any detector
channel. This is a valid assumption because of the low efficiency of the spectrometer and
the relatively short single-image exposure times. Pulse heights are filtered for a narrow
range corresponding to observed photons to discriminate against cosmic rays. The ex-
tracted spectra, therefore, have very low background. Figure 5.16 shows the extracted
spectra of Si and S, each made of 24 one-hour images.

As discussed by Brown et al. (2016) and (Hell et al., 2016a), the high spatial resolution
of the CCD detector allows us to assess the spatial focusing of the spectrometer using
the width of the electron beam. To do this, we rotated the EBHiX such that the plane of
dispersion is parallel to the electron beam. In this orientation, with the spectrometer’s
spatial demagnification factor of 5:1 (Beiersdorfer et al., 2016b), it should theoretically
be possible to focus the image of the ∼ 50µm beam width down to a single pixel in
the spatial direction. However, of all the crystals tested the best focus we could achieve
adjusting the distance to the detector, while the source distance remains fixed, resulted
in an image spanning about 9 pixels, i.e., about 180µm. This was from focussing Cl Kβ
on the quartz 112̄0 crystal in this work and from focussing the Ne-like Mo lines 3G and
M2 on quartz 101̄1 and Ge 111 crystals by Brown et al. (2016). In both cased the widths
are limited by effects of crystal bending (Brown et al., 2016).

For very weak spectra the smaller spatial focus helps to identify the position of the image
on the chip. Additionally, in cases such as, e.g., H-like Mn Lyα observed in second
order on a quartz 112̄0 crystal, where the photon energy and cosmic rays yield a similar
detector response, the smaller image region to be extracted with the parallel setup can
greatly reduce the background from cosmic rays (see also Chapter 7). But note that here,
due to the long trap, i.e., source size, already small deviations of the detector position
from the spectral focal length can deteriorate the spectral resolution of the spectrometer.

Using the EBHiX setup at SuperEBIT and EBIT-I, we (Hell et al., 2016a) tested a number
of different quartz crystals at the nominal 51.3 ◦ Bragg angle. Table 5.1 lists the exam-
ined quartz cuts, the measured reference, the diffraction order of the observed lines, and
the orientation of EBHiX relative to the beam. The quartz 101̄1 crystal covers the energy
range around H-like Si Lyβ , which is surrounded by the Rydberg series of He-like Si and
close to the He-like S line z. Of all the crystals tested, the quartz 101̄1 crystal shows the
largest number of possible calibration lines, which are spread evenly across the entire
observed spectral range. The relatively long exposure times coupled with the large num-
ber of known X-ray lines in this region made it possible to actually determine the shape

7The exact flux strongly depends on the observed ions (n = 3 → 2 transitions in Ne-like Mo are much
stronger than Kα transitions in lower-Z elements like Si and Ar, which in turn are stronger than Kα
transitions in Fe group elements), on the EBIT conditions, and on the thickness and material of the filter
used to separate the EBHiX vacuum from the EBIT vacuum.
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Figure 5.16: Calibration spectrum of He- and H-like Si recorded with horizontal EBHiX using a
quartz 101̄1 crystal at SuperEBIT. The He-like S line z is shown as well. The Si and S spectra
are summed over 24 one-hour exposures each. — From Hell et al. (2016a, Fig. 1).

of the dispersion curve. This calibration spectrum is also used to determine the energy
scale for the high-resolution measurement of K-shell transitions of lower charge states of
S done with this crystal (Section 6.2). Figure 5.16 shows the recorded calibration spectra
with clear line features of He-like Si transitions up to n = 8→ 1 (He-η) and indications
of even higher order members of the series. As the inset shows, Si Lyβ1 and Lyβ2 are
marginally resolved, determining the spectral resolution to slightly better than 0.52 eV
(Garcia & Mack, 1965). This is comparable to the 0.6 eV resolution measured for Ne-like
Mo lines using the same crystal (Beiersdorfer et al., 2016c). It corresponds to a resolving
power of about 4600, much lower than the intrinsic resolution of the quartz crystal.

The observed line shape is best described by a Voigt profile (Hell et al., 2016a). The
spectral range is determined by fitting a polynomial to the Bragg angles θ of the reference
lines as a function of their line centers in detector channels. The angles are derived using
Eq. 5.12, i.e., through Bragg’s law that is corrected for index of refraction effects (Eq. 5.4),
using Eq. 5.11 for the wavelength independent correction term for quartz. While we only
use the strong lines S z and Si Heδ, He ε, Lyβ1 and Lyβ2 for calibration, the resulting line
centers of the weak features Si He ζ and Heη can be used to test its accuracy. We find
that the dispersion is best described by a polynomial of 2nd order. A 3rd order polynomial
fitted to the five strong lines adds too much curvature between Si Lyβ and S z (Fig. 5.17),
but closely traces the shape of the 2nd order polynomial if fitted to all seven lines. The
2nd order polynomial, therefore, leads to a more reliable energy scale when the reference
lines are unevenly spaced across the spectral range and, consequently, is used to model
the dispersion of all examined crystals.

In EBIT, line broadening due to the temperature of the trapped ions, i.e., Doppler broad-
ening (Section 2.4), occurs (Beiersdorfer et al., 1995a,b, 1996a). Since the intrinsic
resolving power λ/∆λ of quartz crystals typically exceeds 10 000 (Burek, 1976) and
the chosen crystals have very uniform focussing quality (Hill et al., 2014; Pereira et al.,
2015), EBHiX has very high nominal resolving power and the spectral line widths mea-
sured at EBIT are dominated by the Doppler broadening. Table 5.1 therefore also lists the
full width at half maximum (FWHM) of just the Gaussian component ∆EG of the fitted
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Figure 5.17: Comparison of the linear (red), quadratic (green), and cubic (blue) fit to the five cal-
ibration lines (pluses). The lower panel shows the residuals between the respective calibration
polynomials applied to the fitted line center and the reference Bragg angles used for calibration.
The crosses represents the positions of the weak features Si He ζ and Heη (crosses) that have
not been included in the polynomial fits. The linear polynomial is not a good description of the
gain. The 2nd and 3rd order polynomial only differ in the two weak feature, with the 3rd order
underestimating the line position. If the 3rd order polynomial is fit to all 7 lines, it is virtually
indistinguishable from the 2nd order polynomial.

Voigt profiles as well as the FWHM ∆EV of the whole Voigt profile, and the respective
translation into ion temperature for each of the calibration lines. The Gaussian widths
constitute only a lower limit for the ion temperature, since both the natural line width
and the spectrometer response have only very minor contributions to these lines (Hell
et al., 2016a).

Overall, the measured temperatures are typical for EBIT (Beiersdorfer et al., 1995a,b,
1996a, 1997a) and the temperatures derived from different lines of the same ion within
one measurement are consistent with each other within the uncertainties. However, there
are two caveats, as discussed by Hell et al. (2016a). Firstly, in case of the quartz 101̄0 cut,
the Si K edge of the crystal at 1839 eV falls into the energy range covered by EBHiX in
first order, strongly changing the crystal reflectivity in that region. While the Li-like line q
at 1845 eV thus appears to be suppressed, the Si line z at 1839.45 eV is still visible in the
spectrum, albeit with an impact to its line shape: if fitted with a Gaussian line profile, the
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Table 5.1: List of calibration lines (transition energy Eref, observed in diffraction order n) for
various quartz crystals mounted with the plane of dispersion perpendicular (⊥) or parallel (‖)
to the electron beam. The calibrated spectra are fit with Voigt profiles and the ion temperature
Tion in EBIT is derived from the FWHM of just the Gaussian component ∆EG and the full Voigt
profile ∆EV, respectively. All energies and temperatures are in units of eV. — From Hell et al.
(2016a, Table 1).

Line n Eref ∆EG Tion ∆EV Tion

Quartz 1011 (⊥)
Si Heδ 1 2345.709a 0.35(12) 107(73) 0.44(09) 167(65)
Si He ε 1 2373.786a 0.35(07) 101(41) 0.41(07) 138(48)
Si Lyβ1 1 2376.104b 0.28(09) 67(44) 0.51(06) 220(47)
Si Lyβ2 1 2376.624b 0.28(09) 67(44) 0.51(06) 220(47)
S z 1 2430.347c 0.28(09) 64(42) 0.45(07) 159(46)

Quartz 1010 (⊥)
Si w 1 1865.000c 0.38(28) 196(+342

−182) 0.66(18) 587(328)
Si z 1 1839.448c 0.45(12) 278(146) 0.47(10) 303(127)
Ar Heβ 2 3683.854d 1.06(24) 553(251) 1.07(25) 567(265)

Quartz 1120 (⊥)
Cl Heβ 1 3271.543d 0.92(12) 467(120) 1.02(08) 574(93)
Mn Lyα2 2 6423.561e 1.25(28) 347(157) 1.57(23) 551(156)
Mn Lyα1 2 6441.665e 0.87(28) 168(110) 1.20(22) 321(114)

Quartz 1120 (‖)
Cl Heβ 1 3271.543d 0.92(19) 475(194) 1.09(15) 661(182)
Mn Lyα2 2 6423.562e 1.53(43) 524(290) 1.67(26) 624(193)
Mn Lyα1 2 6441.665e 2.12(26) 999(245) 2.12(23) 999(227)

Quartz 2131 (‖)
V w 1 5205.330 f 1.29(28) 526(229) 1.32(18) 550(148)
V x 1 5188.861 f – – – –
V y 1 5180.297 f – – – –
V z 1 5153.897 f 1.03(22) 342(146) 1.05(15) 355(103)
V q 1 5172.474 f 1.1(4) 387(282) 1.12(21) 402(151)

Notes: aVerner et al. (1996b); bGarcia & Mack (1965); cDrake (1988);
dVainshtein & Safronova (1985) corrected for ground state of Drake (1988);
eJohnson & Soff (1985); f Beiersdorfer et al. (1991).

FWHM of Si z is half as large as for Si w. With the Voigt profile, the Gaussian widths are
comparable between the two lines and the differences of the crystal response are picked
up by the Lorentzian profile instead, where the Lorentzian width of Si w is significantly
larger than for Si z. We therefore do not recommend to use the quartz 101̄0 crystal in
first order for plasma diagnostics with EBHiX unless the lines of interest are below and
far from the edge.

Secondly, the quartz 112̄0 crystal was used both with the dispersion plane of EBHiX set
up perpendicular to the electron beam and in the parallel configuration during a separate
measurement. These calibration measurements are used to determine the energy scale
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Table 5.2: Observable energy range of the OHREX spectrometer, mounted with a CCD at EBIT
or with a larger image plate at Orion, for various crystals (lattice spacing 2d; Thompson et al.,
2009) in 1st and 2nd diffraction order around the photon energy at a nominal Bragg angle of
51.3◦. — From Hell et al. (2016a, Table 2).

Crystal 2d diff. E(51.3◦) Range [eV]
[Å] order [eV] EBIT Oriona

Quartz 101̄1 6.687 1 2376 95 150
2 4752 189 300

Quartz 101̄0 8.512 1 1867 65 110
2 3733 130 260

Quartz 112̄0 4.912 1 3234 127 190
2 6469 255 380

Quartz 213̄1 3.082 1 5155 208 320
2 10309 417 640

a Beiersdorfer et al. (2016b)

for measurements of K-shell transitions in M-shell ions of Fe (Chapter 7). As seen from
Table 5.1, the measured widths of the Mn lines in the parallel setup are larger than in the
perpendicular setup despite similar EBIT conditions during the two measurements. This
indicates that the Mn lines were not optimally focused in the spectral direction during
this measurement in the parallel setup, which, because of the macroscopic trap length, is
much more sensitive to the focal quality than the perpendicular setup, such that the line
width was not solely due to the ion temperature. The likely reason is that the focusing
was done on the stronger Cl Heβ line, whose Bragg angle is about 1◦ different from
the Mn lines, and the focal length q = Rc sinθ changes by a few mm over this spectral
range. Since the laser-produced plasmas at Orion are point sources, not line sources, the
orientation of OHREX is irrelevant and focusing issues do not affect its plasma diagnostic
capabilities at Orion.

Note that the somewhat large uncertainties on the measured line widths are not at-
tributed to the spectrometer setup (Hell et al., 2016a), but solely due to counting statistics
(Fig. 5.18). The primary objectives for the studies at EBIT were to check the crystal align-
ment and to gauge the spectral ranges for the crystals to be used at Orion. Both tasks can
be accomplished with fairly weak spectra. Therefore, the total exposure times at EBIT
were kept relatively short for those spectra that are not used as calibration for a subse-
quent EBIT measurement (Section 6.2, Chapter 7). For the Mn lines in second order, the
statistics are limited due to the extremely low count rate of, at best, a few photons per
hour. Yet, in most cases the line centroids could be determined to within about one pixel.

Table 5.2 summarizes the spectral energy ranges covered by the spectrometer for use at
EBIT and Orion (Hell et al., 2016a). The constant factor between these two setups is
attributed to the larger area of the image plate, while the 1-inch CCD camera does not
cover the full range of the crystal (Section 5.5.1). We (Hell et al., 2016a) emphasize
again that the Quartz 101̄0 crystal has the Si K edge in this energy range, impacting line
profile measurements due to the sudden changes in reflectivity close to the edge. This
crystal should, therefore, not be used in first order at the Bragg angles employed here.
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Figure 5.18: EBHiX calibration spectra in first (blue) and second (red) order for various quartz
crystals with EBHiX in the vertical (‖) or horizontal (⊥) orientation. Even small signal as for
the quartz 211 is sufficient to verify the crystal alignment and energy coverage, allowing for
quick setup verification.
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5.6 Polarization of H-like Mn

The radiation emitted by EBIT is linearly polarized (Section 2.5), splitting the total emit-
ted flux Iem = I‖ + I⊥ into a component polarized parallel (I‖) and one polarized perpen-
dicular (I⊥) to the beam axis, with the degree of polarization defined as

P =
I‖ − I⊥
I‖ + I⊥

=
1− I⊥/I‖
1+ I⊥/I‖

. (5.44)

While grazing incidence grating spectrometers reflect both of these polarization compo-
nents equally well (Utter et al., 1999b; Beiersdorfer et al., 2004b), crystal spectrometers
act as polarizers. Radiation that is polarized parallel to the crystal surface (perpendicular
to the plane of dispersion) is easily reflected by the crystal. But for radiation polarized
parallel to the plane of dispersion, in order to preserve the polarization relative to the
propagation direction, the polarization vector has to change its angle by 180◦ − 2θ upon
Bragg reflection, along with the change of propagation direction. This polarization com-
ponent is, therefore, suppressed, as it has a large probability to be absorbed by the crys-
tal. How strongly suppressed this component is, is a function of Bragg angle and peaks
around the Brewster angle at θ = 45◦ (Burek, 1976), i.e., near the Brewster angle at
45◦ crystals reflect only the polarization component parallel to the crystal surface, while
away from this angle the admixture of the perpendicular component increases (Henke
et al., 1993; Beiersdorfer et al., 1996b, 1997b; Shlyaptseva et al., 1997). If R⊥ and R‖
denote the crystal reflectivity for the perpendicular and parallel polarization components,
respectively, then their ratio R = R⊥/R‖ varies as R = | cos (2θ )| for perfect crystals and
as R = cos2 (2θ ) for mosaic crystals (Burek, 1976; Henke et al., 1993). Real crystals are
usually between these two limits.

Operating a crystal spectrometer with the plane of dispersion parallel to the electron
beam, i.e., rotated by 90◦ to the traditional setup, – as is possible with the EBHiX (Sec-
tion 5.5) – can therefore be interesting for polarization measurements. There are multiple
experimental setups suitable for polarization measurements that involve the polarization
selective effects of a crystal spectrometer. In the first technique (Nakamura et al., 2001;
Robbins et al., 2006), it is assumed that, at least for very simple systems, the total effec-
tive excitation cross sections for the transition of interest are sufficiently well predicted by
theoretical calculations. Then only a single crystal spectrometer is used to measure the
emission line and the degree of polarization is determined from the deviation of the mea-
sured flux from the theoretically expected total flux. In the second technique (Henderson
et al., 1990; Robbins et al., 2004, 2006), the crystal spectrometer is paired with a spec-
trometer that is insensitive to the polarization of the radiation, e.g., a micro-calorimeter
or a grating spectrometer. Here, the flux of the crystal spectrometer is compared to the
measured total flux instead of comparing to theory. In a third approach (Beiersdorfer
et al., 1996b), the line flux is measured with two different crystals installed in the same
crystal spectrometer. Here, the used crystals need to have sufficiently different lattice
spacing 2d such that the different Bragg angles of the same line change the reflectivity
ratio R(θ ) enough to derive the polarization from the changes in measured flux.
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All of these techniques have in common that at least one of the crystal spectrometers
should operate close to a 45◦ Bragg angle to maximize the difference between the mea-
sured polarized flux and the (unpolarized) reference flux. The first method has the disad-
vantage that it relies on calculations of the emission cross section, which can have large
relative uncertainties, especially for more complex ions (Chapter 1). For the second and
third method the effective area of the respective spectrometers have to be normalized
to each other. To some degree this can be mitigated by normalizing the line of interest
to the flux of a close-by unpolarized reference line, but certain parameters like the total
crystal reflectivity are a function of photon energy and differ between the two employed
spectrometers. Especially the third method depends on well known values for the crystal
reflectivity. It uses a second order effect for the polarization measurement, increasing the
uncertainty of the measurement.

As mentioned in Section 5.5.1, the fact that EBHiX can be mounted at EBIT parallel
or perpendicular to the electron beam makes it a perfect instrument for polarization
studies. Since both the horizontal and the vertical spectrometer use the same crystal
cut, they observe the lines of interest at the same Bragg angles. Then the polarization
measurement does not depend on the total crystal reflectivity Rtot = R‖ + R⊥, but only
on the relative reflectivity R of the polarization components. This is a big advantage
over the other available methods described above and makes this technique the most
direct measurement of polarization. Using an unpolarized transition as a reference line
for flux normalization between the two spectrometer orientations takes care of possible
differences in effective area, e.g., due to the larger leff of the vertical setup (Section 5.5).
All other energy-dependent components of the effective area, such as filter transmission
and quantum efficiency, are identical between the two spectrometer orientations and,
therefore, do not affect the ratio of I‖ and I⊥ of the same spectral line.

By orienting the crystal spectrometer with the dispersion either perpendicular or par-
allel to the beam, the perpendicular (I⊥) or parallel (I‖) polarization component are
suppressed, respectively8. Comparing the measured reflected intensity of a transition
between the two orientations then leads to the polarization fraction P. However, since
the polarization components are only completely separated at Bragg angles of θ = 45◦,
while EBHiX operates around 51.3◦, the observed flux Iobs = R‖ I‖ + R⊥ I⊥ is a mixture of
the polarization components weighted by their crystal reflectivity. The flux measured by
each orientation of EBHiX then is

IH = RH
‖ I‖ + RH

⊥ I⊥ = R‖ I‖ + R⊥ I⊥ (5.45)

IV = RV
‖ I‖ + RV

⊥ I⊥ = R⊥ I‖ + R‖ I⊥. (5.46)

Here, RH
X and RV

X are the orientation dependent reflectivity with ⊥ and ‖ relative to the
crystal. Since the plane of dispersion of the vertical EBHiX is rotated by 90◦ relative to
the horizontal EBHiX and the beam direction (using the same crystal), the parallel and
perpendicular reflectivity of the vertical setup are swapped compared to the horizontal

8Note that for EBHiX mounted in the horizontal position, i.e., with the spectrometer perpendicular to the
electron beam, X-rays polarized parallel to the beam are preferentially reflected. The vertical (parallel)
EBHiX measures the perpendicular polarization.
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5 High-resolution Imaging Crystal Spectrometer

setup, i.e., RV
‖ = RH

⊥ ≡ R⊥ and RV
⊥ = RH

‖ ≡ R‖. Solving the system of linear equations
(Eq. 5.45 & 5.46) for I‖ and I⊥ gives

I‖ =
R‖ I

H − R⊥ IV

R2
‖ − R2

⊥
and I⊥ =

R‖ I
V − R⊥ IH

R2
‖ − R2

⊥
. (5.47)

Substituting these into Eq. 5.44 results in the degree of polarization as a function of the
observables IH and IV:

P =
1+ R
1− R

·
IH − IV

IH + IV
(5.48)

where R= R⊥/R‖. At θ = 45◦, where R(45◦) = 0, this equation reduces back to the uncor-
rected version of Eq. 5.44 with IH purely resembling the parallel polarization component
I‖ and IV measuring only the perpendicular component I⊥.

For an unpolarized emission line (such as Lyα2 with upper level total angular momentum
j = 1/2), the total flux splits equally into both polarization components, i.e., Iunpol

‖ = Iunpol
⊥ .

Combining this with Eq. 5.47 shows that then also IV
unpol = IH

unpol, which proves the ap-
plicability of unpolarized transitions as flux normalization between the two spectrometer
orientations.

If the polarization measurement is done with a single spectrometer changing orientation
in successive runs rather than two identical spectrometers simultaneously, EBIT’s flux
needs to be normalized between the measurements to ensure the same total flux and
the same underlying EBIT conditions. Since the degree of polarization is a function of
electron impact energy, the EBIT conditions, specifically beam energy and current, have
to be repeated between the two runs. The unpolarized reference line used to account for
possible differences in effective area simultaneously accounts for changes in source flux
between the two consecutive runs, as it is not necessary to distinguish between the two
effects. Additionally, a second independent spectrometer, whose settings do not change
between the two runs, can be employed to monitor EBIT (Brown et al., 2010). A flux
normalization constant between the two runs is determined by flux changes observed
with this spectrometer. This can for example be done by using a second independent
This second spectrometer does not have to be oblivious to polarized radiation, since its
orientation relative to EBIT remains the same between the two runs.

Since the H-like Mn Lyα lines for the EBHiX calibration of the quartz 112̄0 crystal have
been observed both with the horizontal and the vertical setup (Fig. 5.18, see also Chap-
ter 7), these measurements lend themselves to a proof of concept for the EBHiX as
a spectrometer for polarization measurements. Figure 5.18 already shows nicely how
the intensity ratio of the polarized line Mn Lyα1 to the unpolarized Mn Lyα2 is sig-
nificantly reduced for the vertical orientation suppressing the stronger parallel polar-
ization component9. To facilitate this polarization measurements, the same beam en-
ergy (Ebeam = 17keV) and beam current (Ibeam ∼ 155mA) were employed for both
calibration runs. From the horizontal (perpendicular) EBHiX measurement, we obtain
IH = ILyα1

/ILyα2
= 136/72 = 1.889 ± 0.275, while the vertical (parallel) EBHiX setting

9Note that the increased ratio of Cl Liβ to Cl Heβ in the vertical EBHiX shown in the same figure is due to
an intentional change in charge balance towards Li-like Cl.
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5.6 Polarization of H-like Mn

gives IV = ILyα1
/ILyα2

= 98/76 = 1.289± 0.197. This yields a ratio IV/IH = 0.682± 0.144.
The Mn Lyα1 line is observed at a Bragg angle of θ = 51.60◦ and quartz crystals are
very close to being perfect crystals, i.e., here R = | cos (2θ )| = 0.228 giving a correction
factor for the polarization of 1.59. The measured degree of polarization is therefore
P = 0.30± 0.16.

More dedicated polarization measurements with better statistics have previously been
done at EBITs, especially for Ne-, Li-, and He-like systems (Henderson et al., 1990; Takács
et al., 1996; Beiersdorfer et al., 1996b, 1997b, 1999a; Robbins et al., 2004). In fact, po-
larization for Ne-like Ba has been shown in the very early days of EBIT spectroscopy
(Beiersdorfer et al., 1990b). Nakamura et al. (2001) measured the polarization of H-
like Ti Lyα at three different energies, employing the “one-crystal technique”, where one
polarization component is measured relative to the unpolarized Lyα2 line and the po-
larization then inferred from a comparison to arguably good calculations of the total
emission cross section. Unlike previous measurements in other charge states, the mea-
sured polarization of the H-like transition Lyα1 was systematically lower than predicted
by theory. To investigate this discrepancy, Robbins et al. (2006) made similar measure-
ments for H-like Ar and Fe at the LLNL SuperEBIT, also extending the studied collision
energy range up to 25 times threshold. For both ions, they used the “two-spectrometer
technique”, combining a crystal spectrometer with the XRS/EBIT calorimeter. To gauge
possible systematics compared to Nakamura et al. (2001), Robbins et al. (2006) repeated
the Fe measurement with the “one-crystal” method for comparison. They found that, if
the electron impact energy (beam energy) is expressed in units of excitation threshold for
the Lyα1 transition, the polarization as a function of collision energy is virtually indepen-
dent of Z , as postulated by Itikawa et al. (1991). Their measurements agreed well with
Nakamura et al. (2001), but still had an offset compared to distorted-wave calculations.

Both groups did extensive error analysis and were able to exclude various possible sys-
tematic shifts as explanations for the discrepancy. The 2s1/2 → 1s1/2 M1 transition has a
very small branching ratio and corrections due to it’s contributing flux to Lyα2 have little
influence on P. The beam electrons have a small velocity component v⊥ perpendicular
to the beam direction, which would have a depolarizing effect on the line emission, if
this velocity component was a significant fraction of the velocity in the main electron
direction. For SuperEBIT, however, this component has a negligible effect. Similarly, cas-
cades following charge exchange with the randomly distributed neutral background gas
would act depolarizing. But corresponding tests in magnetic trapping mode showed that
CX contributes less than 2 % to the total flux (Robbins et al., 2006). Calculations of the
integrated crystal reflectivity (taken from Henke et al., 1993) entering the polarization
computation in both setups have been shown in other experiments to be very accurate.
Furthermore, the theoretical total emission cross section ratio needed as normalization
in the one-crystal technique would have to be far outside any probable calculation uncer-
tainty (Nakamura et al., 2001).

In the meantime, Bostock et al. (2009) were able to show that the Breit interaction
makes an important contribution to the polarization of H-like mid-Z ions. They used a
relativistic convergent close-coupling (RCCC) method to calculate the magnetic sublevel
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Figure 5.19: Mn Polarization. The red star shows polarization resulting from the new Mn mea-
surement. The Ti data points are from Nakamura et al. (2001), Ar and Fe from (Robbins et al.,
2006). The filled black points are from the one-crystal method, the empty ones from the two-
spectrometer technique. The gray line is a distorted-wave (DTW) calculation, the dashed blue
line a fit to the Ti, Ar, and Fe data points by Robbins et al. (2006). The dark green line and the
slightly lower dark cyan line are Coulomb interaction calculations from (Bostock et al., 2009),
direct excitation only and the apparent polarization including cascades, respectively. The red
dashed line adds relativistic corrections in form of the Breit interaction (with cascades), clearly
showing that relativistic effects have an important contribution to these highly charged ions.

resolved cross sections for the Coulomb potential alone, and including Breit10 or Møller11

interactions. The Breit interaction has a somewhat larger effect on the m = 1/2 sublevel
than on the m = 3/2 sublevels, but in opposite directions. Therefore, it barely changes the
total cross section of the 2p3/2 level, while the effect on polarization is significant. The
Møller interaction is only important for very high-Z ions like H-like U. Cascades affect
all magnetic sublevels almost equally and therefore have only minor contribution to the
polarization. Again, the RCCC calculations show only small Z-dependence in threshold
units.

As seen in Fig. 5.19, our Mn data point agrees with the previous measurements to within
the error bars. The large relative uncertainty is attributed to the extremely low counting
statistics. The discussions of systematic offsets by Nakamura et al. (2001) and Robbins
et al. (2006) can be extrapolated to the current measurement, strengthening its agree-
ment with previous results, despite the low counting statistics. Additionally, by using the
same spectrometer in two orientations relative to the electron beam, our measurement
does not need to rely on either calculations for the crystal reflectivity (the value for the

10Breit interaction uses classical arguments to add relativistic effects to the Coulomb potential (Bostock
et al., 2009).

11Møller derives the relativistic Coulomb interaction for electron-electron scattering processes using QED,
including Coulomb and Breit interaction along with any other relativistic corrections. The Møller inter-
action depends on the energy transferred in the collision and, in the limit of low-energy transfer, reduces
to Coulomb and Breit interaction (Bostock et al., 2009).
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5.6 Polarization of H-like Mn

relative reflectivity R is well know), the total flux calibration of a second, different spec-
trometer, or the calculation of the total emission cross section. One advantage is, for
example, that the M1 line blending with Lyα2 does not contaminate the measurement,
since it is unpolarized as well and no theory is entering the calculation of the polariza-
tion. This method is the most direct measurement method available for polarization
measurements and can be employed for further polarization measurements in the future.
In future, more dedicated polarization measurements, two EBHiX’s, one in each orien-
tation, will be used simultaneously instead of doing subsequent runs as in the present
measurement.
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This numerical agreement between the experi-
mental values and those calculated from a theory
designed to explain the ordinary hydrogen
spectrum is remarkable, as the wave lengths dealt
with in the two cases differ by a factor of about
2000.

Henry G.J. Moseley

6 K-shell Transitions in L-shell Ions

A S DISCUSSED in Section 1.4.1, K-shell transitions in L-shell ions have been observed
in the spectra of a variety of celestial sources and are expected to be found in even
more objects and from more elements in the future. Reference wavelengths for

these transitions in sulfur (Cyg X-1) and silicon (Cyg X-1, Vela X-1, and others) ions
are the most pressing need, since the lack of these already prohibits the utilization of
the full potential of existing observations. While we have a campaign to measure these
transitions in all astrophysically relevant ions (Hell et al., 2015, see also Section 6.3.3),
Si and S were the first to be measured due to their direct application to wind diagnos-
tics in Vela X-1 and Cyg X-1. First measurements of these ions were presented by Hell
(2012) along with preliminary results for Doppler shifts in Cyg X-1. Hell et al. (2016b)
re-examined this first data set, added a second experimental run as a control measure-
ment, expanded the FAC model used for line identification, discussed the line shape more
thoroughly, provided reference line centers for the line blend of each ionization state, and
demonstrated the power of these new reference wavelengths by re-examining previously
published Doppler shifts of Vela X-1 observations. Section 6.1 summarizes these updated
results with an additional discussion on Cyg X-1, Section 6.2 features higher-resolution
crystal measurements of the N- through Li-like S ions and their comparison to the ECS
results in Section 6.1, and Section 6.3 gives an outlook on the next steps of this project,
including new wavelength calculations by Beiersdorfer et al. (2016a), measurements of
Kβ transitions in the S ions, and an extension of this campaign to other astrophysically
relevant elements.

6.1 ECS Measurements of Kα Transitions in Si and S

This section is taken largely in verbatim from Hell et al. (2016b), with Section 6.1.7
extended by the application of the measurements to Cyg X-1 spectra in addition to the
discussion of Vela X-1 by Hell et al. (2016b).
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Figure 6.1: Calibrated and summed a) silicon and b) sulfur spectra from all 16 low-energy ECS
pixels (Run-I). The color code of the ion labels is used whenever we specifically distinguish
between isoelectronic sequences throughout this section. — From Hell et al. (2016b, Fig. 1).
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6.1 ECS Measurements of Kα Transitions in Si and S

6.1.1 Experimental Setup

The measurements presented here (Hell et al., 2016b) were carried out using both the
LLNL EBIT-I (Run I)1 and SuperEBIT (Run II) traps. For the details of their operation see
Chapter 3 and references therein. During this experiment, neutral sulfur and silicon were
injected into the EBIT’s trap region as gaseous sulfur hexafluoride, SF6, and decamethylte-
trasiloxane, C10H30O3Si4, respectively, using a well collimated ballistic gas injector. Once
the neutral material intersects the electron beam, the molecules are broken apart and
resulting atoms are collisionally ionized and trapped.

The electron impact excitation energies of the K-shell transitions in the silicon and sulfur
ions are ¦1.73 keV, while the ionization energies for the L-shell ions range from 166.8 eV
for Ne-like Si V to 707.2 eV for Li-like S XIV (Cowan, 1981). Hence, in order to excite
the Kα lines the electron beam energy must be ∼ 3–10 times the ionization threshold.
Under typical operating conditions at these energies, the charge state distribution would
be dominated by lithium- and helium-like ions. In order to produce a significant amount
of lower charge states at the high electron impact energies required for inner-shell ex-
citation, several methods have been developed (Decaux & Beiersdorfer, 1993; Schmidt
et al., 2004). In the present experiment, the neutral gas injection pressure is set to values
several orders of magnitude larger than EBIT’s base pressure of ® 10−10 Torr, short EBIT
cycle times and relatively low electron beam currents were employed. Together, these op-
erating parameters yield a significant fraction of low charge states at high electron impact
energy. The spectral signature of significant amounts of several L-shell ions can easily be
seen in the X-ray spectra (see Fig. 6.1). Note that the electron beam energies employed at
these measurements were well away from any dielectronic recombination resonances of
the respective measured elements, i.e., the emission lines originate entirely from electron
impact excitation and inner-shell ionization, contrary to the laser experiments reported
by Faenov et al. (1994).

The spectrum of the X-ray radiation from the trapped ions is recorded with 16 low-energy
pixels of the ECS (Chapter 4.3). The energy resolution of the ECS for these measurements
was 4.5–5.0 eV, typical for the ECS. The spectra shown here (Hell et al., 2016b) are
similar in quality to a spectrum (Hitomi Collaboration et al., 2016) measured with the
Soft X-ray Spectrometer (SXS) system (Mitsuda et al., 2010) aboard the Astro-H/Hitomi
X-ray observatory (Takahashi et al., 2010; Takahashi et al., 2016) or in the planned X-IFU
instrument on Athena (Nandra et al., 2014; Ravera et al., 2014). To assess the systematic
errors in our measurement in Hell (2012), we conducted a second experimental run using
SuperEBIT (Run-II). SuperEBIT was used for Run-II because of beam time availability
(Hell et al., 2016b).

6.1.2 Calibration

Because of slight variations in performance, each pixel in the ECS array is calibrated
separately. The energy scale for each pixel is determined by fitting 4th order polynomial

1The Run I data have previously been presented in Hell (2012).
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6 K-shell Transitions in L-shell Ions

Table 6.1: Calibration results (Hell et al., 2016b, Table 1).

Z line FWHM line energy (eV) ∆Eref ∆EFAC

(eV) fit reference FAC

Si w 4.36+0.08
−0.12/4.92± 0.12 1864.84± 0.05 1864.9995 1864.812 −0.16 0.03

Si Lyα — 2005.59+0.17
−0.20 2005.494a 2005.516a 0.10 0.07

S w 4.55± 0.04/4.98± 0.14 2460.609± 0.018 2460.6255 2460.417 −0.017 0.191
S Lyα1 — 2622.97+0.18

−0.26 2622.700 2622.730 0.27 0.24
S Lyα2 — 2620.00+0.21

−0.34 2619.701 2619.731 0.30 0.27

a Mean value of Lyα1 and Lyα2 weighted by their statistical weights.

Notes: Comparison between the fitted line centers (fit) of the He-like 1s 2p→ 1s2 line w with the refer-
ence value (reference) of Drake (1988) and of the H-like 2p→ 1s Lyα lines of Si and S with the values
of Garcia & Mack (1965), which were used for calibration. The full width half maximum (FWHM)
determined from line w (used as detector resolution throughout the fits) is listed for Run-I / Run-II.
∆Ei gives the difference between the fit and the respective theoretical values. Listed uncertainties are
purely statistical.

functions to the measured pulse heights in volts space of known reference emission lines
(Porter et al., 1997; Cottam et al., 2005); here, the X-ray line emission from K-shell tran-
sitions in He-like ions (Kα / line w: 1s2p 1P1→ 1s2 1S0; Kβ: 1s3p→ 1s2; Kγ: 1s 4p→ 1s2)
and H-like ions (Lyα: 2p→ 1s; Lyβ: 3p→ 1s). Specifically, for the Run-I measurement
(Hell, 2012), the 1.7 to 1.9 keV band containing the lower charge states of silicon was
calibrated with Kα, Lyα, Kβ , and Lyβ lines of neon and silicon. For the 2.3 to 2.5 keV
band containing the lower charge states of sulfur, Kα, Lyα, and Kβ of sulfur and Kα–Kγ
of fluorine were used. For Run-II (Hell et al., 2016b), Ne and S Kα, Lyα, and Kβ , and Si
Kα–Kγ and Lyα were used to calibrate the silicon spectra, and Ne Kα, Lyα, and Kβ , Si
and S Kα and Lyα, and Ar Kα were used to calibrate the sulfur spectra.

In both Hell (2012) and Hell et al. (2016b), the reference wavelengths of the He-like
systems used for calibration originate from Drake (1988) in case of the 1s 2p→ 1s2 reso-
nance line labeled “w” in the notation of Gabriel (1972). The wavelengths for 1s3p→ 1s2

Kβ and 1s 4p→ 1s2 Kγ Rydberg states were taken from Vainshtein & Safronova (1985),
but corrected for the ground state of Drake (1988) according to Beiersdorfer et al. (1989)
such that the reference energy used for calibration is

E(Kβ) = EV(Kβ)− EV(Kα) + ED(Kα) (6.1)

where EV are the transition energies from Vainshtein & Safronova (1985) and ED the
values from Drake (1988). Values for the Lyman series in the H-like systems are from
Garcia & Mack (1965). The wavelengths were converted to energy using E = hcλ−1

where hc = 12398.42eV Å (with values for h, c and e from CODATA 2014, Mohr et al.,
2015; see also Appendix A).

6.1.3 Quality of the Calibration

After calibration, the ECS events were binned to an energy grid of 0.5 eV. Figure 6.1 shows
the summed Si and S spectra of all 16 low-energy ECS pixels for Run-I (Hell et al., 2016b).

130



6.1 ECS Measurements of Kα Transitions in Si and S

To gauge the accuracy of the energy scale, the location of the H-like Lyα lines and the
He-like line w of Si and S are determined from a simultaneous fit of the calibrated Run-I
and Run-II spectra. Similar to the approach in Hell (2012), the fitted values are then
compared to the initial reference values (Hell et al., 2016b). Table 6.1 shows the value
from the comparison as well as from our FAC calculation, which is used as a guide for
line identification (see below, Section 6.1.5). For silicon line w, the calibrated values are
0.16 eV lower than the reference values, for sulfur line w, they are 0.017 eV lower. For the
S Lyα lines, the difference between theory and experiment is slightly larger, but still well
below 0.5 eV (Table 6.1). Combining the uncertainties of the Lyα and w lines amounts to
0.13 eV for silicon and 0.23 eV for sulfur, which are taken as the systematic uncertainties.
FAC results agree with Drake (1988) to within 0.2 eV in case of the transition energies in
He-like ions, and within 0.03 eV for the transition energies in H-like ions.

The fitted widths of the He-like lines of about 4.5–5.0 eV are consistent with the expected
energy resolution of the ECS in this energy region. With the more careful re-calibration
of the Run I data by (Hell et al., 2016b), the resolution improved slightly compared to
Hell (2012) due to a better alignment of the individual pixels.

6.1.4 Spectral Analysis – Fit Method

In order to determine the transition energies of as many individual lines as the data
allow, the spectra from Run-I and Run-II were fitted simultaneously for each element
(Hell et al., 2016b), using the Interactive Spectral Interpretation System ISIS (Houck &
Denicola, 2000; Houck, 2002; Noble & Nowak, 2008). The modeled energy range spans
1720–1880 eV for the Si spectra and 2290–2480 eV for the S spectra. The models for
Run-I and Run-II consist of a sum of individual Gaussian lines, where the centers of these
lines are tied between Run-I and Run-II, their widths are fixed to the respective resolu-
tion (Table 6.1), and their normalizations are left to vary freely. Fixing the line widths
is valid because the natural line widths and the Doppler widths are small compared to
the resolution of the calorimeter, no other line broadening mechanism is present in these
experiments, and the energy resolution of the calorimeter is constant over these small
energy ranges. In order to account for the flux above background found between the
main peaks of the spectra, e.g., Fig. 6.2, the models include a single second order poly-
nomial for each data set (Hell et al., 2016b), as was done in Hell (2012). A possible
explanation for the presence of this continuum are weak unresolved lines (see Fig. 6.5
in Section 6.1.6), low-energy spectral redistribution due to photon and electron escape
events (Cottam et al., 2005), or some combination of both.

In order to determine the number of Gaussian components required to describe the data,
we test the statistical significance of each line (Hell et al., 2016b). Similar to the tech-
nique used in Hell (2012), a Monte Carlo type simulation (see mc_sig of the Remeis
ISISscripts), generates 103 realizations of fake spectra based on the existing best fit model:
for each energy bin of the fake spectrum, it draws a random number from a Poisson distri-
bution with the mean equal to the modeled value. These fake spectra are fitted with the
model used to create them (model A) and with a model containing an additional Gaus-
sian line (model B). Because of the increased number of degrees of freedom, the χ2-value
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Figure 6.2: Overview of the components fitted to the Si (top) and S (bottom) spectra. The data
are shown in black, the red line shows the total model, model components are gray. — From
Hell et al. (2016b, Fig. 2).

for model B will be at least slightly better than the χ2 for model A. The additional line in
model B is only accepted if the improvements, ∆χ2

fake,i = χ
2
B,i − χ

2
A,i, of 99% of the simu-

lated cases are smaller than the improvement in the real spectrum. Figure 6.2 shows the
final distribution of the single Gaussian components for silicon and for sulfur. Tables 6.4
and 6.5 list the resulting line centers with their statistical 90% confidence limits.

As an additional consistency check for the accuracy of our results, in a second approach
we allow for a constant shift of the Run-II data compared to the Run-I data (Hell et al.,
2016b). The derived constants of 0.13+0.06

−0.05 eV for Si and −0.12± 0.05 eV for S are consis-
tent with our estimate of the systematic uncertainty of our calibration (Section 6.1.3).
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6.1 ECS Measurements of Kα Transitions in Si and S

6.1.5 Line Identification with FAC

To identify the lines associated with our measured spectra, we use FAC (Section 2.3;
Gu, 2004b, 2008) to calculate the wavelengths of transitions in the involved ions and
model the measured spectra (Hell et al., 2016b). Our FAC calculations take into ac-
count radiative (de-)excitation, collisional (de-)excitation and ionization, autoionization,
dielectronic recombination, and radiative recombination. Since at EBIT densities the
coronal limit applies, electron impact collisional excitation, inner-shell ionization, and
subsequent radiative cascades are the main processes to populate upper states. At the
electron beam energies used here, no emission from dielectronic recombination exists for
the ions of interest and no X-rays from radiative recombination fall into our energy band.
Although the main application for our results is photoionized plasmas (Section 1.4.1),
the collisional nature of EBIT does not compromise this task.

Our calculations (Hell et al., 2016b) include emission from all the n → 1 transitions in
Na-like to H-like silicon and sulfur, where 2 ≤ n ≤ 5, allowing interactions between all
levels, including ∆n = 0 transitions2. For these limits, the calculation could be completed
in a reasonable time. The contribution to the line strength from higher n transitions is
negligible. Since the charge state distribution in EBIT depends on ionization and recom-
bination processes, the level populations are estimated for all ions in a single calculation.
The other plasma code parameters are the electron beam energy, which we assume to fol-
low a Gaussian distribution with an energy spread of ∼ 40 eV (Beiersdorfer et al., 1992b;
Gu et al., 1999a), and an electron density of 1012 cm−3, which we estimate from beam
current and energy. The relative abundances of the trapped ions are set to be 1. The
simulation of the spectrum produced in the trap is therefore not self-consistent.

Figure 6.3 illustrates the resulting FAC simulations for silicon and sulfur, considering the
presence of H- through Na-like ions. The line centers of transitions calculated by FAC
are convolved with a Gaussian line with a FWHM of 4.6 eV, i.e., the resolution of the
calorimeter (see Section 6.1.3).

While the strongest K-shell line features from each charge state are easily resolved (Figs. 6.1
and 6.3), identifying the transitions that contribute to each feature is accomplished by
comparison to the FAC calculation as follows (Hell et al., 2016b, following the approach
of Hell, 2012). For each feature we plot the data and individual model components
and overlay them with the transitions obtained from FAC (Figs. 6.10 and 6.11). Then
we assume that for every Gaussian fit component the main contribution comes from the
strongest FAC lines at this energy and identify the model component with these lines. The
results are listed in Tables 6.4 (Si) and 6.5 (S). In each row the FAC lines are followed
by the corresponding transitions as calculated by Palmeri et al. (2008a, see Section 6.1.6
for details) and CHIANTI, if available. For most measured peaks, the distribution of the
FAC lines agrees well enough with the measurements to allow a reliable identification.
Both the Si and S spectra behave very similarly, so our description of the spectra (Hell
et al., 2016b) here focuses on the contributions by iso-electronic sequence, for the most
part not distinguishing in Z except in the rare cases where significant differences occur
between the Si and S spectra.

2This is an expansion of the model used in Hell (2012), both in terms of ion range and principle quantum
number n included.
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Figure 6.3: FAC simulation of the a) Si and b) S Kα spectra. For each subfigure the top panel
shows the transition energies with their predicted luminosity and the total spectrum (black
line) resulting from a convolution with Gaussians at the resolution of the ECS. The bottom
panels show the convoluted spectra individually for each ionization state, which sum to the
black line of the top panel. The impact of line blends can be seen quite clearly. Labels include
the corresponding iso-electronic sequence in parentheses. — From Hell et al. (2016b, Fig. 3).

134



6.1 ECS Measurements of Kα Transitions in Si and S

As described by Hell et al. (2016b), the main Li-like, Be-like, and B-like features are each
dominated by a single strong transition that is easily reproduced by the Gaussian com-
ponents fitted to the spectra (see features labeled Li-2, Be-1, B-1 in Figs. 6.10 and 6.11
panels e-g). Although there are a few weaker transitions surrounding these strong lines,
they do not strongly affect the fitted line centers. Both the Be- and B-like features have
a low-energy shoulder caused by weaker transitions that have a just large enough sepa-
ration from the strong transition to be resolved. According to our FAC calculations, the
Li-like ion also has a relatively strong transition that sits right between the Be-like lines.
Although in the synthetic Si spectrum the Li-like line appears to have similar strength as
the strong Be-like line, a comparison of Fig. 6.3 to the measured Si spectrum shows that
due to the incorrect assumption of charge balance entering our simulation, the synthetic
spectra overestimate the Li-like features relative to the Be-like ones. Accordingly, despite
this Li-like transition being unresolved in Si, it does not seem to affect the fitted line
centers of the Be-like transitions Be-1 and Be-2 much (Fig. 6.10, panel f). For S on the
other hand (Fig. 6.11, panel f), the Li-like transitions are attributed to their own Gaus-
sian component (Be-2) while the weak Be-like line is assigned to a separate component
(Be-3). As discussed based on more recent high-resolution crystal spectra of these transi-
tions (Section 6.2), the separation of components Be-2 and Be-3 in this data set not be as
significant as suggested by the Monte Carlo simulation.

The transition rich spectra of the lower charge states (C-like, O-like, and N-like) are more
complex as they have many transitions of similar strength rather than a distinct strong
transition among a few weak ones (Figs. 6.10 and 6.11, panels b-d). However, some of
these transitions tend to cluster into groups. The separation of these groups is larger for
the higher-Z element S, making it easier for them to be partially resolved. As discussed
for iron by Decaux et al. (1997), starting around C-like ions the Kα line emission of
the lower charge states probably has strong contributions from states excited through
inner-shell ionization in addition to the collisionally excited states (Hell et al., 2016b).

In the C-like ions (Figs. 6.10 and 6.11, panel d), the strongest fitted component, C-2,
is made up of the strongest calculated transitions at slightly lower energies than the
component’s center and a few weaker transitions at and slightly above the fitted energy.
The C-like feature also has a strong low-energy shoulder (C-3) from transitions similar
in strength to the ones from the C-2 cluster, and a weaker high-energy shoulder (C-1)
consisting of a C-like and two weak Li-like transitions (Hell et al., 2016b).

The N-like transitions split into four main groups (Figs. 6.10 and 6.11, panel c). They are
accompanied by a Be-like transition in the low-energy tail of their spectral feature. Again,
the larger spacing in S is beneficial, although in both Si and S this feature is modeled by
three components. While N-1 coincides well with the first group of calculated transitions
on the high-energy side for both components, the second group containing the other
two of the strongest four transitions falls right between N-1 and N-2 in Si, but is clearly
attributed to N-2 in S. N-2 also encompasses the third group of transitions, while N-3
contains the last group of N-like transitions and the mentioned Be-like transition.

The O-like peak is also described by three Gaussians (Figs. 6.10 and 6.11, panel b). The
strongest line calculated with FAC makes up the weaker component at high energies (O-
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derived from FAC calculations. Lines for ions with more than 9 electrons (F-like) blend strongly
with a predicted energy spacing of ∼ 1 eV between charge states. — From Hell et al. (2016b,
Fig. 4).

1), while the main component (O-2) consists of a number of weaker transitions. A single
O-like transition accounts for the low-energy shoulder (O-3).

The lowest energy peak (Figs. 6.10 and 6.11, panel a) consists of a blend of K-shell
transitions in F-like ions as well as emission from lower charge states (Fig. 6.4; Hell et al.,
2016b). This is a result of the fact that, for charge states other than F-like, emission
is dominated by inner-shell ionization followed by radiative decay in these cases and
the effect of additional spectator electrons in n ≥ 3 shell on these transition energies is
relatively small. Additionally, owing to the open n = 3 shell, the M-shell ions have a
more complex energy level structure – and, therefore, a multitude of transitions – in each
of these charge states. The energy ranges covered by these transitions overlap severely
(Fig. 6.5). Specifically, the Kα transition energies from these charge states fall within a
3 eV energy band and are therefore unresolved (Fig. 6.4). Consequently, although the F-
like ion only has two distinct transitions, we cannot resolve this charge state individually
from the transitions in M-shell ions in these low-Z elements (Hell et al., 2016b). Even for
higher-Z elements such as Fe, the rich spectra of the M-shell ions are very hard to resolve,
although they span a much wider energy range (Chapter 7). This last peak is modeled by
two (Si) and three (S) Gaussian components, respectively (Hell et al., 2016b). In both
cases, we attribute the first, i.e., high-energy, component (F-1) to a mixture of transitions
in F-like and Ne-like ions. In case of the Si X-1 line at 1740.04 eV, however, there are no
lines of considerable strength in our calculations that could be used for identification. We
tentatively identify this line as a blend of Kα emission from very low charge states with
more than 10 electrons. Similarly, although Table 6.5 lists weak transitions in Na-like
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Figure 6.5: Comparison between the atomic data of Si presented by P08 (bottom) and the calcu-
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this shown energy range, including satellites with an electron in up to the nmax = 5 shell) for
He- through Ne-like ions. Different colors represent different ionization states (see Fig. 6.1). —
From Hell et al. (2016b, Fig. 5).

S VI and B-like S XII for the lines F-2 and F-3, these lines probably also have a significant
contribution from weak lines from near-neutral ions, as discussed for the case of silicon.

Also notable is that for both Si and S, line z as calculated with FAC (Si: 1838.20 eV,
S: 2429.075 eV) has a large offset (>1 eV) compared to the measured line center (Si:
1839.33 eV, S: 2430.380 eV). This offset has not improved with our revised FAC model
compared to Hell (2012). Our measurement is, however, again consistent with the refer-
ence values reported by Drake (1988, Si: 1839.448 eV; S: 2430.347 eV).

6.1.6 Comparison with Palmeri et al. (2008a)

For completeness and to provide a test for the accuracy of the Kα line energies employed
by XSTAR, we (Hell et al., 2016b) compare our measurements and our FAC calculations to
those of Palmeri et al. (2008a), denoted as P08 in the following. Note that the calculated
transition wavelengths listed by P08 have been empirically shifted by P08 for ions with
3 ≤ N ≤ 9, where N is the number of electrons. A qualitative comparison between the
results obtained with FAC and the lines published by P08 is displayed in Fig. 6.5 for
silicon. Since the P08 data do not provide line fluxes, the line distributions are shown via
their radiative transition rates (Einstein A). P08 only list 2`→ 1s transitions. We therefore
also filter for these lines calculated with FAC. The transitions with a spectator electron
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in a higher n shell blend strongly with Kα transitions of the next ionization state, but
according to the FAC calculations, their contribution to the Kα line strength is negligible
(Fig. 6.3).

As expected, the positions of the He-like lines agree very well. For lower ionization
states Hell et al. (2016b) find that the general distribution of the lines is still similar,
but the predicted energy separation of some line features does not agree. For exam-
ple, there are two O-like Si VII lines around 1750 eV (Fig. 6.5), specifically the tran-
sitions 1s22s2p5 1Po

1 → 1s2s2p6 1S0 and 1s22s22p4 1S0 → 1s2s22p5 1Po
1 (P08) respec-

tively (1s2 2s1/2 2p2
1/2 (2p3

3/2)3/2)1 → (1s1/2 2s1/2 2p2
1/2 2p4

3/2)0 and 1s2 2s2 2p2
1/2 (2p2

3/2)0 →
(1s1/2 2s2 2p2

1/2 (2p3
3/2)3/2)1 (FAC), for which the ratio of the transition probabilities is ap-

proximately the same in both calculations (P08: 0.21; FAC: 0.20). The separation of their
line energies, however, is almost twice as large in FAC (2.32 eV) as in P08 (1.33 eV). The
most outstanding difference is that in the P08 calculations the two F-like spectral lines
at ∼ 1741 eV have distinctly lower energies than the Ne-like lines, although the Ne-like
iso-electronic sequence has an electron more than the F-like ions. This behavior is in
contrast to the FAC calculations where the F-like lines have higher energies.

Comparing FAC ( j j-coupling) and P08 (LS-coupling) is not trivial since the two calcula-
tions are based on different coupling schemes (Hell et al., 2016b). It is therefore neces-
sary to translate one scheme into the other. The calculations are in sufficient agreement
such that most lines can be identified through a comparison of the line lists instead of
resorting to a complicated formal mapping between both schemes (see, e.g., Calvert &
Tuttle, 1979; Dyall, 1986). Following the method of Hell (2012), we (Hell et al., 2016b)
do this comparison by first sorting the levels of both calculations according to energy
and then matching the levels in order of increasing energy. The match is cross-checked
via the total angular momentum J , which is the only good quantum number common
between the two coupling schemes and therefore should be identical between them. In
cases where J does not match between two assigned levels, LS-coupling multiplets can
be rearranged for their Js to fit the j j-coupling partners. This is possible because within
these multiplets the differences between the calculated level energies are smaller than
the estimated uncertainty of the calculations and, in most cases, smaller than the energy
differences between P08 and FAC results. See Hell (2012) or Hell et al. (2016b) for an
example of this approach. The comparison demonstrates the point made in Section 1.3.1
that the uncertainty in calculated values of closely spaced energy levels can cause an
inversion of the order of these levels (Smith & Brickhouse, 2014).

6.1.7 Center of Line Blends

In most experimental cases, the spectral resolution is not adequate to distinguish between
single features of the given lines. This is especially true for satellite based instrumenta-
tion. Therefore, the ability to determine the energy for each identified line is precluded.
In order to provide the means to derive Doppler shifts also for these cases, in a second
approach we (Hell et al., 2016b) fit the spectra with a single Gaussian for each of the
readily distinguishable line blends, leaving the line widths free to vary. The obtained line
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centers, which are listed in Table 6.2 and displayed in Fig. 6.6, are sufficient as reference
energies to derive Doppler shifts for collision dominated or photoionized plasmas where
1s–2p transitions are dominant, as demonstrated below. This is a generally more user
friendly and publicly distributable approach to derive Doppler shifts than Hell (2012)’s
method of comparing the shifts of the synthetic FAC spectrum with respect to the celestial
and the laboratory reference spectrum, respectively, with each other. Note that again the
listed uncertainties of line centers are on the 90% confidence level and in addition to a
systematic uncertainty of 0.13 eV for Si and 0.23 eV for S. For comparison, we (Hell et al.,
2016b) also fitted our FAC models with Gaussians3, and list the reference energies from
Behar & Netzer (2002) and House (1969) in Table 6.2. Based on a similar argument,
Behar & Netzer (2002) only list the strongest (photo-absorption) lines, i.e., lines with
the largest oscillator strength, for the iso-electronic sequences He I to F I of the most
common elements in astrophysics. According to their calculations, these lines account
for more than 70%, and in most cases even more than 90%, of the absorption effect for
the respective transitions. The good agreement of the energies of their principal lines
with our measurements supports their argument. The House (1969) tables, on the other
hand, deviate significantly from our results, especially for the higher charge states; this
is probably a direct consequence of averaging over the fine structure.

3Note that the uncertainties on these values are derived from the fit and purely statistical.
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Table 6.2: Center [eV] of unresolved line blends for Si and S (Hell et al., 2016b, Table 3)

Iona this work FAC Behar House

Silicon
Si XII (Li) 1845.02± 0.07 1844.67± 0.07 1845.83 1836.80

1845.28
Si XI (Be) 1827.51± 0.06b 1828.20± 0.18 1829.21 1819.82
Si X (B) 1808.39± 0.05 1808.38± 0.16 1808.93 1801.57

1806.30
Si IX (C) 1789.57± 0.07 1789.39± 0.22 1786.77 1784.72

1790.90
Si VIII (N) 1772.01± 0.09 1772.55± 0.22 1771.46 1769.43
Si VII (O) 1756.68± 0.08 1757.29± 0.21 1755.40 1755.40
Si VI (F) 1742.03± 0.06c 1743.57± 0.22 1741.60 1743.31

Sulfur
S XIV (Li) 2437.761± 0.027 2437.22± 0.10 2438.71 2428.21

2437.75
S XIII (Be) 2417.51± 0.05b 2418.29± 0.23 2418.73 2408.40
S XII (B) 2394.95± 0.05 2394.78± 0.18 2395.37 2386.61

2392.13
S XI (C) 2372.81± 0.09 2372.12± 0.26 2368.82 2366.56

2374.27
S X (N) 2350.40± 0.12 2351.48± 0.27 2349.97 2347.74
S IX (O) 2332.06± 0.10 2332.65± 0.25 2330.53 2330.53
S VIII (F) 2312.37± 0.09c 2314.97± 0.24 2313.57 2314.87

a Listed is the ion and its iso-electronic sequence in parentheses
b blends with a Li-like transition
c blends with lower charge states

Notes: Listed are the statistical uncertainties, which are in addition to
0.13 eV (Si) and 0.23 eV (S) systematic uncertainty. A fit to the FAC mod-
els (given uncertainties derived from the fit), the energy of the strongest
line according to Behar & Netzer (2002), and the lines by House (1969)
averaging over the fine structure are listed as well. For O-like Si and S,
Behar & Netzer (2002) and House (1969) list exactly the same value to
three decimals in units of Å.

Application to Vela X-1

To demonstrate the impact of our measurements, we (Hell et al., 2016b) use our new
reference energies (Table 6.2) to re-determine Doppler shifts for Vela X-1 from the pub-
lished wavelengths. Figure 6.7 shows a comparison between our laboratory Si spectra
and the ones measured with Chandra-HETG at orbital phase φorb = 0.5. Schulz et al.
(2002, φorb = 0.0, i.e., eclipse) and Goldstein et al. (2004, φorb = 0 and φorb = 0.5) both
fitted the lines originating from some of the lower charge states of Si in the Chandra spec-
tra, but did not model the intermediate charge states up to Li-like. Using House (1969)
as a reference for the transition wavelengths resulted in Doppler shifts that not only dif-
fer between these charge states, but also deviate significantly from the He- and H-like
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Table 6.3: Doppler shifts in kms−1 for Vela X-1 (Hell et al., 2016b, Table 4)

Ion φ = 0.0 φ = 0.5
S02a G04b S02 newc G04 newc G04b G04 newc

Si IX −432± 173 −570+271
−490 383± 173 244+272

−491 −1028+275
−137 −215+276

−137

Si VIII 43± 214 −119+389
−488 479± 214 317+390

−489 −396 40
Si VII −170± 170 −85 48± 170 133 −527+321

−249 −309+321
−249

Si VI 0± 211 · · · −9± 211 · · · · · · · · ·

a Doppler shifts from Schulz et al. (2002)
b Doppler shifts from Goldstein et al. (2004)
c Doppler shifts from S02 and G04, respectively, adjusted for the new reference energies measured

at EBIT (Table 6.2)
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Figure 6.7: Comparison of the Vela X-1 Si spectral region observed by Chandra-HETG at orbital
phase φ = 0.5 (ObsID 1927) to the EBIT/ECS spectrum. The colored sticks are the transitions
calculated with FAC. — From Hell et al. (2016b, Fig. 8).
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ions in the same observation, even switching signs from blue to red-shifted (Goldstein
et al., 2004). Determining the Doppler shifts based on our laboratory reference spectra
(Table 6.3) results in Doppler shifts that are similar for all Si ions and now also agree
with the Doppler shifts determined from the He- and H-like species, for which the rest-
wavelengths are well known. This is more consistent with the picture of photons being
reprocessed by clumps of material with an onion-like structure, where the outer layers
shield the colder and denser core of the clump from the ionizing radiation of the compact
object. Grinberg et al. (2017) discuss further implications from these results in detail.

Application to Cyg X-1

Similar results for the clump structure were also obtained for Cyg X-1 (Hell et al., 2013;
Miškovičová et al., 2016; Hirsch et al., 2017), where these lines are seen in absorption.
The five Chandra-HETG observations of Cyg X-1 in the low/hard state suitable for the
study of the excess absorption from clumps were each divided into multiple spectra
(Hanke, 2011; Hell, 2012; Hell et al., 2013) corresponding to different stages of dip-
ping (Section 1.4.1). For ObsIDs 3814 and 8525 at orbital phase φ ≈ 0 this results in
four spectra each, dubbed non-dip, weak dip, dip, and strong dip. The shorter ObsID
9847 (φ ≈ 0.2) was only divided into three dipping phases due to lower statistics. Ob-
sID 11044 (φ ≈ 0.5) is completely free of dips and was therefore not split. ObsID 3815
(φ ≈ 0.75) only shows low levels of dipping and was only divided into non-dip and weak
dip spectra.

Based on the ECS measurements, the Doppler shifts of the L-shell ions of Si and S were
determined in each of these spectra. As Fig. 6.8 shows, the velocity derived from the
Doppler shifts changes as a function of orbital phase, but within the same orbital phase
is consistent between all dipping stages and ionization states. The strong dip spectrum
of φ ≈ 0 is the only one that appears to be shifted a little compared to the other dipping
stages, which is probably due to the low statistics of the heavily absorbed spectrum. This
discrepancy is resolved in the re-examination of Hirsch et al. (2017). The consistency of
the Doppler shifts within each orbital phase shows that the different ions travel through
space together, indicating the onion-like structure as described above. The average ve-
locities of the Si and S ions for each dipping stage agree well with the range of Doppler
shifts Miškovičová et al. (2016) found for all ions in the non-dip stage (Fig. 6.9). Conclu-
sions on the orbital modulation Miškovičová et al. (2016) draw from these ions therefore
similarly apply to the L-shell ions of Si and S in the different dipping phases.

Figure 6.9 also shows the radial velocities of the black hole and the companion star and
the expected wind velocities (according to the focused wind model of Gies & Bolton,
1986) projected onto the line of sight as a function of distance to the black hole. The
phase shift of ∆φ = 0.25 between the black hole and the wind as predicted by the model
is not seen in the observed Doppler shifts (Miškovičová et al., 2016). Nevertheless, the
velocity range of the ions at φ ≈ 0 is consistent with a distance to the black hole of
® 0.25d, where d is the distance between the back hole and its companion star. With
® 0.5d the ions at phase φ ∼ 0.75 appear to be further away from the black hole, but this
can be expected as this is the brightest of the hard state observations, i.e., the radiation

142



6.1 ECS Measurements of Kα Transitions in Si and S

0.98

O
rb

ita
l
p
h
a
se

φ

V
e
lo
c
it
y
[k
m

s−
1
]

3
8
1
4

1000
500

0

-500
-1000

0.05

8
5
2
5

1000
500

0

-500
-1000

0.19

9
8
4
7

1000
500

0

-500
-1000

0.51

1
1
0
4
4

1000
500

0

-500
-1000

0.76

3
8
1
5

NCBBeLiHeH

1000
500

0

-500
-1000

Iso-electronic sequence

Figure 6.8: Doppler shifts of the H- through N-like Si (filled symbols) and S (empty symbols)
ions in Cyg X-1 as a function of dipping stage and orbital phase (ObsIDs 3814, 8525, 9847,
11044, and 3815). The shifts are derived from the FAC spectra with energies corrected for the
laboratory measurements as described in Hell (2012). The different dipping stages are non-dip
(red circle), weak dip (green triangles), dip (cyan squares), and strong dip (blue diamonds).

pressure from the black hole is higher than for the other observations. The Doppler shifts
of these three observations, 3814, 3815, and 8525, indicate that the absoring medium
is close to the black hole and have a possible origin in the focused wind. ObsID 9847,
on the other hand, shows a blue shift (negative radial velocity) that is much higher than
the radial velocity of the black hole towards the observer, although at φ ∼ 0.2 the wind
model predicts redshifts (Miškovičová et al., 2016). However, at this orbital phase the
black hole is observed through a region where the stellar wind is highly disturbed, in
the so-called bow shock of the black hole (Manousakis, 2011; Blondin & Woo, 1995, and
references therein). These turbulences can cause a significant non-radial velocity in the
wind material, which looks like a high blue shift at this phase (Miškovičová et al., 2016).

For more extensive details on the analysis of the non-dip spectra refer to Miškovičová
et al. (2016). For a detailed study of the orbital modulation of the dipping phases see
Hirsch et al. (2017). Hirsch et al. (2017) re-examine the HETG observations based on a
slightly more physical selection of the dipping stages: instead of just basing the selection
criteria on changes in the hardness ratio of the energy bands 0.5–1.5 keV and 3–10 keV,
Hirsch et al. (2017) choose their selection criteria based on changes in the color-color
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Figure 6.9: Top: Average Doppler shifts for each dipping stage shown in Fig. 6.8 as a function of
orbital phase; repeated twice for clarity. The boxes indicate the range of Doppler shifts derived
from all ions during non-dip (Miškovičová et al., 2016). Shown for comparison are the radial
velocities of the black hole (red dotted line) and the companion star (orange dotted line), and
the expected wind velocity projected onto the line of sight as a function of distance to the
black hole ((Miškovičová et al., 2016), where d is the distance between the black hole and its
companion. Bottom: Stellar wind density according to the focused wind model of Gies & Bolton
(1986); colored arcs represent the orbital phase covered by the Chandra-HETG observations
discussed here (from Miškovičová et al., 2016, Fig. 7).
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diagram4, which is a better tracer for the spectral changes of the continuum radiation
due to increased absorbing columns. While the Doppler shifts shown in Figs. 6.8 and
6.9 were still derived with the indirect method of Hell (2012) by comparing the offset
of the synthetic FAC spectra to both the HETG and the ECS spectra, Miškovičová et al.
(2016) and Hirsch et al. (2017) base their Doppler shifts on the newly provided reference
energies from Table 6.2 (Hell et al., 2016b). The results from both methods are consistent
with each other.

6.1.8 Summary

The Kα emission line energies from Si4+ through Si12+ and S6+ through S14+ have been
measured using the ECS calorimeter at the LLNL EBIT facility (Hell et al., 2016b). The re-
sults have been compared to our own FAC calculations and earlier calculations of Palmeri
et al. (2008a), Behar & Netzer (2002), and House (1969). The newly available data
(Table 6.2) can directly be applied to resolve astrophysical problems such as, e.g., wind
diagnostics in high mass X-ray binary systems like Vela X-1 (Liedahl & Brown, 2008)
and Cyg X-1 (Miškovičová et al., 2016). The 90% confidence limits of ® 0.5 eV on the
measured line centers presented here correspond to Doppler shifts of less than 90 kms−1.
These measurements, therefore, provide line centers with an accuracy slightly better than
the uncertainty of ∼ 100km s−1 on the Chandra HETG (Marshall et al., 2004; Canizares
et al., 2005; Chandra X-ray Center, 2015). When future missions with higher effective
area make high-resolution spectra of point as well as extended celestial sources more
commonly available, we expect to see these lines to be resolved in a variety of sources.
Our results will then be especially useful for extended sources like supernova remnants
which have yet to be observed in high resolution.

6.1.9 Overview of Spectral Fits

In this section we (Hell et al., 2016b) present the full list of measured line energies ob-
tained with EBIT for Si (Table 6.4) and S (Table 6.5). The tables contain the best-fit values
from the EBIT measurement, their identification with transitions from FAC calculations
in j j-coupling including the calculated line energy, and, in LS-coupling, a comparison to
calculations by P08 (Palmeri et al., 2008a) and database entries of CHIANTI, where avail-
able. In addition, Figs. 6.10 and 6.11 give a detailed overview of the data, the best-fit
including the individual Gaussian model components, and the location and theoretical
relative line strengths of the transitions according to the FAC calculations.

4A color is the relative number of counts of two energy bands. The color-color diagram displays the
“hard” hardness ratio (hard color: (1.5–3 keV)/(3–10 keV)) vs. the “soft” hardness ratio (soft color: (0.5–
1.5 keV)(1.5–3 keV)) for many short time intervals in the observation. See Hanke (2011) and Hirsch et al.
(2017) for a discussion.
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6 K-shell Transitions in L-shell Ions
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6.1 ECS Measurements of Kα Transitions in Si and S
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6 K-shell Transitions in L-shell Ions
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X-1

F-1

a) F-/Ne-like
500

400

300

200

100

0

7.107.127.14

174517401735

2

0

-2

Be-2

Be-1

f) Be-like600

500

400

300

200

100

0

6.786.806.82

183018251820

2

0

-2

B-2

B-1

e) B-like

600

500

400

300

200

100

0

6.846.866.88

1815181018051800

2
0

-2

C-3

C-2

C-1

d) C-like

400

300

200

100

0

6.906.95

1795179017851780

2

0

-2

Lyα

i) H-like

30

20

10

0

6.166.186.20

201020052000

2

0

-2

w

h) He-like600

500

400

300

200

100

0

6.646.66

187018651860

2
0

-2

Energy [eV]

z

Li-2

Li-1

g) He z + Li-like
1000

800

600

400

200

0

6.706.75

18501840

2

0

-2

E
C
S

[c
o
u
n
ts
/
b
in

]
χ

E
C
S

[c
o
u
n
ts
/
b
in

]
χ

E
C
S

[c
o
u
n
ts
/
b
in

]
χ

Figure 6.10: Fit of the measured Si Kα spectrum. The data are shown in black, the red line shows
the model, model components are shown as gray lines. Vertical lines represent the theoretical
predictions according to FAC, color-coded for charge states (see Fig. 6.1). The FAC lines are
renormalized such that the strongest FAC line in each panel matches the highest peak, i.e.,
relative FAC line strengths are preserved within but not between panels. Line labels can be
used as an identifier for the transitions listed in Table 6.4. — From Hell et al. (2016b, Fig. 9).
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6.1 ECS Measurements of Kα Transitions in Si and S
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Figure 6.11: Same as Fig. 6.10 for the S spectrum. Line labels denote transitions listed in Ta-
ble 6.5. — From Hell et al. (2016b, Fig. 10).
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6 K-shell Transitions in L-shell Ions

6.2 High-resolution Measurement of the S Lines

While the ECS allows us to resolve the major features of the Kα transitions in different
L-shell ions, the transitions within each charge state are still heavily blended. The derived
line centers of the blends are well suited as a reference for Doppler shift determination in
astrophysical sources observed with similar resolution. For comparison to atomic physics
calculations the situation is more complex. In cases like the Be- or B-like S ion, where
the Kα line blend is dominated by a strong transition that is surrounded by a few much
weaker transitions, measurements at ECS resolution can closely reproduce the energy of
this strong component. Ions with multiple electrons like C-like or N-like have no distinctly
strongest component, but instead are composed of many transitions with comparable line
strengths. Here, the ECS can only deliver an average energy for multiple transitions. In
order to better gauge the atomic physics, therefore, these remaining line blends should
be further resolved.

According to the theoretical distribution of lines in, e.g., sulfur (Fig. 6.11) spectrometer
resolving powers exceeding about E/∆E = 2500 are necessary to reach this goal. Such
high resolution currently can only be achieved by wavelength dispersive spectrometers.
Since their effective area typically is small, these measurements require long exposure
times to acquire adequate signal-to-noise ratios, especially in those cases where the flux
is distributed between many weak lines. Long exposures make it harder to systematically
measure a large range of elements. However, in the meantime we can use such a measure-
ment to gauge the systematics of the corresponding ECS measurement and extrapolate
the conclusions to similar measurements in other elements.

6.2.1 Experimental Setup and Data Analysis

Here, we present our measurements of N- through Li-like S made with the high-resolution
imaging crystal spectrometer EBHiX (Beiersdorfer et al., 2016c), mounted with the plane
of dispersion perpendicular to the electron beam direction (Chapter 5), using a quartz
101̄1 crystal. The measurement was carried out at SuperEBIT using the same technique as
for the previous ECS measurements of these lines (Section 6.1.1). Figure 6.12 shows the
resulting spectrum together with the previous ECS measurement and its fit model. This
qualitative comparison already confirms that the ECS analysis is well suited to reproduce
the position of the main contributions to the line blends. For a more detailed comparison,
see Section 6.2.3.

The energy scale of the EBHiX spectrum is calibrated with the Rydberg series of He-like
Si, Si Lyβ , and S line z, using a second order polynomial in Bragg angle, as discussed
in Section 5.5.2. The Si and S spectra were collected by stacking 24 one-hour exposures
each. The extracted EBHiX spectrum is virtually background free due to single-photon
counting, which allows pulse height discrimination of the ∼ 2.4 keV photons to higher-
energetic cosmic rays (Section 5.5.2).

From comparison of the calibration line centers after calibration to their reference values,
we estimate our systematic calibration uncertainty to 0.046 eV, which corresponds to
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6.2 High-resolution Measurement of the S Lines
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Figure 6.12: Comparison between high-resolution crystal spectra from EBHiX to ECS data and
model. While the ECS is a broadband spectrometer, the spectral range of the EBHiX spectrum
is limited by the geometry of the crystal spectrometer to the displayed part of the spectrum. To
extend the measurement to other regions the EBHiX settings would have to be changed and
the spectral range recalibrated.

about two thirds of a detector channel. Since the two components of Si Lyβ are just
about resolved (Fig. 5.16), the spectral resolution is ≤ 0.52 eV. The FWHM of the Voigt
profiles used to model the lines is also about 0.5 eV (Table 5.1). This corresponds to a
total resolving power E/∆E of about 4750. The observed bandwidth is limited by the
spectrometer geometry. While the spectral scale has been calibrated as a function of
Bragg angle, the spectral fits of the calibrated data are conducted as a function of energy
for direct comparison with the ECS data.

Because of the low counting statistics of the present EBHiX spectrum – less than 20 counts
per bin in many of the weak line features (Fig. 6.12) –, the data are not sufficiently close
to a normal distribution to justify the use of χ2 minimization. Instead, we find the best
fitting model using Cash statistics (Cash, 1979), which more appropriately assumes that
the data follow a Poission distribution. See Appendix C for the definition and a discussion
of Cash statistics.

The spectral lines are modeled with a Voigt profile. At the present resolution, the ob-
served line profile is not dominated by the detector resolution, but sensitive to the emit-
ted line profiles, specifically Doppler broadening due to the temperature of the trapped
ions (Section 5.5.2). Since all of the observed charge states in the S spectrum occupy the
trap simultaneously, we can assume that they all have the same temperature, and there-
fore line width. Theoretically, the lower charge states are less well bound by the radial
beam potential and their ion cloud might be slightly larger than the cloud of the more
highly charged ions. The different sizes of the ion clouds lead to an incomplete spatial
overlap of the different ions and can potentially influence the temperature equilibrium
between them. But this effect has not yet been observed and is therefore unlikely to affect
our line widths. Therefore, for the spectral fits, the widths of the used Voigt profiles are
fixed to the width of S line z. Monte Carlo simulations (Section 6.1.4) again have been
used to ascertain the significance of additional model components in possible line blends.
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6 K-shell Transitions in L-shell Ions

6.2.2 Line Identification

Figures 6.13–6.17 show a detailed overview of the spectral modeling, overplotted with
the FAC model used for the ECS analysis (Section 6.1.5). The fitted line centers and inten-
sities are listed in Table 6.6 along with their possible identification with FAC transitions.
Due to the high-resolution of the data, this identification from theory is less straight for-
ward and more ambiguous than for the ECS data (Section 6.1.5). For the ECS, model
components were identified with the strongest FAC lines falling into the general energy
range covered by this component. At a FWHM of ∼ 4.5 eV of the model components, the
uncertainty in transition energy calculations in most cases does not displace a transition
outside of its corresponding modeled line blend nor does it matter if two nearby calcu-
lated lines switched places. The EBHiX data now resolves many of these line blends. If
the calculated energy of a transition is even 0.5 eV off compared to its “true” measured
position, it might fit the neighboring measured line perfectly and during line identifica-
tion might therefore incorrectly be associated with that line instead. On the other hand,
the uncertainty in calculated transition energies can vary slightly from transition to transi-
tion. It is therefore possible that a transition fits its measured line perfectly, while another
transition within the same ion is shifted. This can be especially problematic in the line
rich spectra of multi-electron ions with open subshells such as C-like and N-like. Relative
intensities could help to resolve such ambiguities, if they are reliable. In the following
we give a short reasoning behind the choice of line identification in Table 6.6. All visible
transitions are listed in the table. There are many additional possible transitions that
were calculated, but their line strengths according to the collisional radiative model are
at least an order of magnitude smaller than those of the listed lines. Two relatively strong
FAC lines are listed, although they have not been assigned to one of the measured lines.
Similarly, three of the measured lines (6, 17, and 28) could not clearly be identified with
a theoretical transition, as discussed below.

Energy range 2428–2438 eV

Li-like S is only partially covered by the EBHiX measurement. The strongest Li-like line
q (line 1 in Fig. 6.13) is cut off by the edge off the CCD chip, leaving only part of the
low-energy tail. While we fitted this line anyway to avoid its tail disturbing the line center
of line 2, the derived line center for line 1 is not reliable. Line 2 is identified with the
weaker of the two shown FAC transitions, indicating that the calculated transition energy
is about 0.5 eV too low.

Energy range 2411–2422 eV

As in the ECS data, the Be-like lines have a strong dominating transition, i.e., line 4
(Fig. 6.14. Again the corresponding FAC transition is shifted to lower energies, but this
time only by 0.2 eV. There are four more Be-like lines in the FAC model of this region.
Assuming a similar shift to lower energies, the stronger FAC line at 2412.831 eV and its
weak blend at 2412.817 eV are assigned to line 9 at 2413.23 eV. The predicted line ratio of
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Figure 6.13: Detailed overview of the spectral fits to the EBHiX data for the Be-like S region
of 2428–2438 eV. The data are shown in black, the model in red, and individual model com-
ponents (keys 1–39, Table 6.6) in gray. The model components from the ECS measurement
(Fig. 6.10) are marked in slate blue, indicating their line center, FWHM range, and key. As in
Fig. 6.10, the vertical lines represent the color-coded (Fig. 6.1) FAC lines and relative FAC line
strengths are not preserved between panels.

these two lines to the strong line is comparable to the measured line ratios of lines 4 and
9. Line 10 is identified with two weak lines at 2411.567 eV and 2411.110 eV, although
they do not overlap. The shifts in the FAC calculations increase to 0.5 eV for line 9 and
up to 1 eV for the weaker line 10.

The FAC model does not indicate any additional lines for Be-like S in this region, leaving
lines 5–8 for the Li-like lines shown in Fig. 6.14. The stronger of the calculated Li-like
lines here sits right between the measured lines. Since line 2 indicates a 0.5 eV shift
towards lower energies, we assume that the Li-like lines around 2416 eV are similarly
shifted. Then line 5 (the stronger of line 5 and 6) is identified with the strong transition,
while the two weaker transitions at 2414.021 eV and 2414.509 eV are assigned to line
8 and 7, respectively, resulting in shifts of 0.7–1 eV for each of these lines. Note that
the 2414.509 eV FAC line is closer to line 8 than to line 7 to which it is assigned, but
due to the overall apparent shift we believe this identification with line 7 is justified.
Line 6 remains unidentified. It is possible that it shares the identification of line 5, but
according to the Monte Carlo method its presence is significant in 99.9% of simulated
spectra. As discussed in Section 6.1.5, the relative line strengths of the FAC calculation
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Figure 6.14: Detailed overview of the spectral fits to the EBHiX data for the Be-like S region of
2411–2422 eV. See caption of Fig. 6.13 for description.

between the Li- and Be-like lines is likely overestimating the Li-like relative to the Be-like
contribution due to incorrect assumptions in the ionization balance. This flaw of the FAC
model explains the overall mismatch of the Li-like line strengths to the measured lines in
this region. But theory here does not match the measured ratio of lines 7 and 8 relative
to line 5, either. Removing excitation through either collisional excitation or collisional
ionization from the collisional radiative model suggests that the upper level of these lines
is mostly populated by collisional inner-shell ionization of Be-like ions. Reducing the
electron density in the calculation from 1 ·1012 cm−3 to 1 ·1010 cm−3 brings the calculated
line ratios into better agreement with the measured ratio of line 5 and 8, but at the same
time disrupts the good agreement of the Be-like lines with the measured ratio of line 9 to
line 4.

Energy range 2388–2401 eV

The B-like complex (Fig. 6.15) again is dominated by a strong transition that is sur-
rounded by a few weaker ones on both sides. All but one of the fitted lines (line 17) have
a FAC transition falling within their line profile. Lines 11, 12, 15, 16, and 18 are simply
identified with the respective FAC transition they overlap with. Then, the FAC transitions
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Figure 6.15: Detailed overview of the spectral fits to the EBHiX data for the B-like S region of
2388–2401 eV. See caption of Fig. 6.13 for description.

associated with lines 11, 12, and 15 appear to be shifted towards lower energies by up
to 0.6 eV, while those associated with 16 and 18 are shifted towards higher energies by
up to 0.2 eV. The strong line 14 has a high-energy shoulder modeled as line 13. There
are two FAC transitions that fall into the range of line 14, while no strong line is directly
in the range of line 13. Since the two FAC lines appear fairly close to each other and
their line ratios are close to the measured ratio of lines 14 and 13, we assign the weaker
of these two lines to line 13 and the stronger to line 14, effectively changing the energy
ordering of these two calculated lines. Then, the calculated transition energies are offset
by 0.6 eV and 0.3 eV, respectively, towards lower energies, which is in accordance with
the shifts of the other B-like lines.

Overall, the calculated B-like line ratios agree with the trend in the observed relative
line ratios in the B-like system. The shown calculated line ratio of line 15 and 16 is
inverted compared to the measured lines. This could be due to polarization effects not
included in the calculation or, alternatively, density effects could play a role; reducing
the electron density from 1 · 1012 cm−3 to 1 · 1010 cm−3 inverts this ratio, but at the same
time would bring the FAC identification of the two lines 13 and 14 to more comparable
line strengths, contrary to the measurement. The lower energy levels of the two lines
15 and 16 are separated by 1.61 eV, while the upper levels are separated by 2.04 eV,
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Figure 6.16: Detailed overview of the spectral fits to the EBHiX data for the C-like S region of
2365–2381 eV. See caption of Fig. 6.13 for description.

i.e., a calculation uncertainty in the level separation of the upper levels of only 0.5 eV
is enough to change the energy order of these two transitions and about 1 eV error is
required to swap the lines, but preserve their energy difference. Swapping the lines
would change their transition energy error relative to the measured line centers of line 15
and 16 from 0.3 eV and 0.1 eV, respectively, to 0.7 eV and 0.5 eV. If collisional excitation is
turned off in the collisional radiative model, the FAC lines associated with lines 13 and 15
disappear, indicating that these are only excited through collisional excitation, while the
upper levels of the other B-like lines are populated by a mixture of collisional ionization
and excitation.

Energy range 2365–2381 eV

The C-like (Fig. 6.16) and N-like (Fig. 6.17) line complexes include more transitions than
the more highly-charged ions and both feature more evenly distributed line strengths
among its members rather than an individual dominating transition. Like in the ECS
measurement, the EBHiX measurement of the C-like transitions split into three groups of
lines, namely lines 19–20, lines 21–25, and lines 26–27. Lines 19 and 20 are identified
with two Li-like transitions. The predicted ratio of these two lines is comparable to the ob-
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6.2 High-resolution Measurement of the S Lines

served one. For this reason and because its calculated transition energy is well separated
from any observed lines, the FAC line (1s1/2 2s2 (2p3

3/2)3/2)1→ ((1s2 2s2 2p1/2)1/2 2p3/2)2 is
not assigned to any observed line. However, it might belong to either line 20 or line 21.
It could also belong to an unobserved line close to this energy that could be indicated
by a slightly elevated background level, but better statistics are necessary to test this. In
calculations at lower electron densities, this line becomes much weaker.

Since all of the FAC transitions in the range of lines 21–25 appear to be shifted slightly to-
wards lower energies, line 21 is identified with the two very weak transitions at 2374.5 eV.
Lines 22 and 23 are associated with the two respective FAC transitions they each overlap
with. Unlike lines 13 and 14 in the B-like ion, line 24 and line 25 are identified with
the FAC transitions in the calculated energy ordering, although the calculated strength
of the tranistion at higher energy appears to be the smaller of the two lines, in contrast
to the measured transitions. At a density of 1 · 1011 cm−3 these two lines become more
comparable in strength and at 1 · 1010 cm−3 the line ratio is inverted. The FAC transition
(1s1/2 2s2 2p2

1/2 2p3/2)1 → 1s2 2s2 2p2
1/2 again remains unassigned, but could be a high-

energy shoulder to line 26. Line 26 is identified with the next two FAC transitions (and
an additional weak one), while line 27 is assigned the lowest-energy FAC transition in
this group along with its weak blend, although this transition according to FAC is right
inbetween line 26 and 27. Overall, the transition energies in C-like S as calculated with
FAC agree with the measurement to about 0.5 eV, and 1 eV in case of the weak lines as-
cribed to line 21. The transitions at 2372.345 eV, 2373.230 eV, and 2373.871 eV again
are solely due to direct collisional excitation.

Energy range 2343–2356 eV

Finally, the crystal spectrum of the N-like transitions (Fig. 6.17) splits roughly into the
four groups of lines as described in Section 6.1.5, but seems to reveal some additional
lines filling in the gaps. Consequently, lines 28, 31, 37, and 29 stay without clear identi-
fication. For large enough uncertainties of the FAC calculation, at least lines 28 and 39
could be accounted for, but lines 31 and 37 remain difficult to explain. Better counting
statistics could help to better resolve this issue. For the other lines, starting at the high-
energy end of this energy range, line 29 is identified with the single FAC transition almost
in perfect agreement with the measured line center with only a 0.05 eV difference. Line
30 is described by the four transitions with overlap of its model component. Two of these
transitions are fairly weak, with the two stronger transitions being offset towards lower
energy by 0.2–0.25 eV. If this group of five FAC lines is considered to be shifted by slightly
larger offsets, the single transition assigned to line 29 could be associated with line 28
instead and the remaining four transitions be split between lines 29 and 30.

The identification of lines 32 and 33 is straight forward with the three (line 32) and
one (line 33) FAC transition in close to their measured line centers, suggesting an un-
certainty of the FAC calculation of about 0.1–0.2 eV for these transitions. There are five
FAC transitions in the range of lines 34–36. Associating line 35 with the two transitions
to either side of its line center, leaves the low-energy transitions of the group of five for
line 36 and the two remaining transitions on the high-energy side for line 34. Alterna-
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Figure 6.17: Detailed overview of the spectral fits to the EBHiX data for the N-like S region of
2343–2356 eV. See caption of Fig. 6.13 for description.

tively, one could argue that the hole FAC group is shifted to lower energies compared
to the measured lines, and assign the three higher-energy transitions to line 34, leaving
one transition each for line 35 and 36. In this case, the theoretical line ratio of lines 35
and 36 would appear inverted compared to the measured ratio, which remains stable
when using smaller electron densities in the collisional radiative model. In both cases,
the energy shift of the calculated transitions is below 0.5 eV.

An identification of line 37 with any of the marked FAC transitions would require a cal-
culation uncertainty upwards of 1 eV. The line thus remains unidentified. The three FAC
transitions around 2346.5 eV, the two lower of which are closely blending, are assigned
to line 38 with energy shifts of less than 0.3 eV, leaving no considerably strong transitions
to identify line 39 with. Allowing for the possibility that the calculated transition energies
are up to 1 eV too large, line 39 could be identified with the two lower-ernergy transitions.
Both for the measured lines 38 and 39 and for the FAC transitions, the lower-energy lines
are the stronger of the two lines, which would support a possible identification with a
larger shift.

The seemingly small errors in transition energy of the N-like system calculated by FAC
are a little surprising considering that Palmeri et al. (2008a) applied the second largest
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6.2 High-resolution Measurement of the S Lines

empirical adjustment to their calculations of N-like transitions (only exceeded by the shift
applied to O-like) out of their 2–9 electron ions. The small shifts could indicate that the
line identification as shown here may be inaccurate. Further investigation is needed to
resolve this question.

The Be-like FAC transition around 2343.5 eV does not appear to be represented by the
spectrum. It is possible that the crysal setting was such that the CCD chip was overflown
by the crystal range only on one side of the chip, while the low energy cutoff of the
crystal fell onto the camera right before the edge of the CCD chip, therefore not recording
a possible line there. On the other hand, the inaccurate charge balance assumption
entering the collisional radiative model could overrepresent this Be-like outlier compared
to the N-like lines.

6.2.3 Comparison to the ECS Measurement

In addition to the overview of the spectral fits to the EBHiX data, Figures 6.13–6.17
also indicate the energies of the fitted line centers from the ECS data from Hell et al.
(2016b) and the FWHM range (±2.3 eV) around them. For the ECS main components
in Be- and B-like, namely Be-1 and B-1, we can directly compare the ECS results to the
corresponding strongest line in the crystal data (lines 4 and 14, respectively). For the Be-
like line, EECS = 2418.51+0.10

−0.09 compared to EEBHiX = 2418.597± 0.024 agree within their
statistical errorbars. The same holds true for the B-like line with EECS = 2395.51+0.06

−0.10 and
EEBHiX = 2395.43±0.04. Therefore, in cases where the line blend is dominated by a single
strong transition, the energy of this transition can still be gauged at ECS resolution.

In more complex cases with multiple transitions of similar intensities blending, the ECS
can only provide mean energies for groups of lines. To assess the accuracy of this av-
erage transition energy for the ECS model, we calculate the weighted mean transition
energy of the EBHiX lines falling within the FWHM around the respective ECS line cen-
ters (Fig. 6.13–6.17). The area of the EBHiX model components (Table 6.6) is used as the
weight. Table 6.7 lists these mean energies and the line IDs of the components used to de-
rive the average. Note that the EBHiX spectrometer is operating at Bragg angles close to
45◦, where the polarizing effect of the crystal reflection is strongest (Section 5.6). Since
the ECS is insensitive to polarization, this effect can change the line ratios measured with
EBHiX relative to those seen by the ECS. No corrections for polarization have been made
to the measured line intensities entering the weighted line energies, as the exact line ra-
tios are not important for this comparison: such a correction would not change the clear
dominance of strong lines such as lines 4 and 14, nor would it elevate a single line to
clearly dominate forests of lines with comparable strength as found in C-like and N-like.

Table 6.7 shows that overall the line centers found in the ECS analysis agree well within
their uncertainties with the averaged EBHiX line energies. Note that, unlike with the ECS,
the fitted energy of S line z in the EBHiX data does not constitute an actual measurement
of this transition energy, as it has been used for calibration. However, since this line is
(almost) unblended in both data sets, it can be used as an indicator of the systematics
between the respective energy scales. The difference between its derived line centers
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6.2 High-resolution Measurement of the S Lines

Table 6.7: Comparison of ECS fitted line centers to weighted mean energy of EBHiX features.

ECS ECS EBHiX EBHiX
Key Eγ 〈Eγ〉 Keys

Li-3 2437.797+0.023
−0.024 — 1,2

S z 2430.380+0.024
−0.019 (2430.361± 0.019) 3

Be-1 2418.51+0.10
−0.09 2418.44 4–6

Be-2 2414.7+1.0
−4.0 〈2413.502〉 〈5–10〉

Be-3 2412.0+0.8
−1.4

B-1 2395.51+0.06
−0.10 2395.44 12–15

B-2 2391.36+0.20
−0.42 2391.94 16–18

C-1 2378.26+0.27
−0.20 2378.02 19,20

C-2 2373.25+0.14
−0.16 2373.317 21–25

C-3 2368.83+0.20
−0.24 2368.700 26,27

N-1 2354.33+0.23
−0.29 2354.272 28–31

N-2 2349.94+0.23
−0.32 2350.039 32–37

N-3 2345.6+0.4
−0.6 2346.207 37–39

Notes: Li-3: an EBHiX averaged line center is not given as the
presumably stronger line is cut off from the observable energy
range. S z: Note that this line has been used for calibration
in OHREX and is not an actual measurement of the transition
energy. Be-2/Be-3: see text for discussion.

is within the statistical uncertainty of both lines, as well as covered by the systematic
uncertainty of both energy scales (Sections 6.1.3 and 6.2.1).

While the average energy of the features contributing to Be-1 and B-1 differs slightly
from the energy of the strongest feature alone, the average EBHiX energy still agrees
equally well with the ECS line centers. Similarly, for the line-heavy C-like and N-like
ions the center of grapvity for clustering groups of lines is reproduced well by the ECS
analysis. The only exception are the Be-like line Be-2 and Be-3, which do not seem to
match the “true” line distribution 5–10 very well. A possible explanation is the close
proximity of the group of lines 5–8 to the strong transition 4 of less than half a resolution
element of the ECS and their low relative intensity. For this constellation, the dominant
model component Be-1 can push the weaker Be-2, and subsequently Be-3, out to lower
energies. This behavior is reflected in the large and very asymmetric uncertainties of the
two weak features Be-2 and Be-3. While the Monte Carlo simulation had warranted the
use of an additional component Be-3 to describe the Be-like blends and there are indeed
two groups of lines (5–8 and 9–10), the weighted average of these two energies fits the
weighted average of the EBHiX results much better. Indeed, in an earlier analysis of only
the Run-I ECS data (Hell, 2012), we had modeled the Be-like complex with only two
components, Be-1 and Be-2∗ (Be-2∗ accounting for both the Be-2 and Be-3 features of
the fit by Hell et al., 2016b), where the center of Be-2∗ at 2413.57± 0.19 eV matches the
mean EBHiX energies of lines 5-10 well.

The line center of the Li-like line blend Li-3 agrees with the EBHiX component 1, although

165



6 K-shell Transitions in L-shell Ions

this line is cut off by the detector in the EBHiX spectrum, leaving only a possible wing of
the line to determine its line center. While this agreement indicates that the feature is
likely real rather than an edge effect from the detector, we do not recommend to draw
any reliable conclusions from this agreement, as the determined center of component 1
is an extrapolation beyond the observed spectral range.

In conclusion, although the ECS cannot resolve all line blends, careful analysis of the
measured profiles of the line blends is a good proxy for the average transition energy of
individual line clusters.

6.3 Outlook

6.3.1 New Wavelength Calculations

The ECS measurement of K-shell transitions in Si and S showed that there can be fairly
large uncertainties between calculated and measured transition energies, especially in
case of the Palmeri et al. (2008a) data. New calculations for the K-shell transition en-
ergies in these ions with higher expected accuracy become available from Beiersdorfer
et al. (2016a), who use the multi-reference Møller-Plesset (MRMP) atomic physics code
described by Ishikawa et al. (1991) and Ishikawa & Vilkas (2001). The code has proved to
provide very accurate results for L-shell and M-shell transition energy in the past (Vilkas
& Ishikawa, 2004; Ishikawa et al., 2009; Díaz et al., 2013; Beiersdorfer et al., 2012a,b,
2013, 2014a,b, 2015), with uncertainties on the order of only one part in 10 000 or 0.1–
0.2 eV. But Beiersdorfer et al. (2016a) are the first to investigate the code’s performance
for K-shell transitions in multi-electron ions.

Beiersdorfer et al. (2016a) start their assessment by comparing their calculations to the
transitions in F-like Si VI and O-like Si VII identified by Hell et al. (2016b, see Section 6.1).
Table 6.8 shows their results in comparison to the HRF calculations of Palmeri et al.
(2008a, P08), the FAC calculations of Hell et al. (2016b), and the ECS measurements
by Hell et al. (2016b). Both FAC and MRMP are consistently larger than P08, who have
shifted their transition energies by ∼ 3.7 eV towards lower energy for both Si ions. P08’s
disagreement with the experimental uncertainties indicates that they likely overestimated
the correction needed. The differences between FAC and MRMP are relatively small, with
some MRMP transitions having smaller and other larger energies than the FAC transitions.
While both FAC and MRMP have some overlap with the experimental values, MRMP ap-
pears to fit the measurement better (Beiersdorfer et al., 2016a). Similar to the discussion
in Chapter 7, using the EBHiX for time-resolved spectroscopy could enable us to resolve
the blend of Kα transitions for ions below F-like S (Fig. 6.4 and 6.5), which would help
to benchmark the atomic codes for these low charge states as well.

A comparison to the full range of Si and S ions and especially to the high-resolution crys-
tal measurements of S will demonstrate the full potential of the MRMP calculations. With
its high accuracy, the MRMP calculation might even be able to resolve the issue of the po-
tentially ambiguous identification of the EBHiX data with FAC transitions (Section 6.2.2),
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Table 6.8: New MRMP calculations compared to previous Si results (Beiersdorfer et al., 2016a)

Ion Key Transition P08 FAC MRMP ECS

F-like Si VI F-1 1s2 2s2 2p2
1/2 2p3

3/2 (J = 3/2) 1740.79 1743.71 1743.52 1742.88± 0.16
→ 1s1/2 2s2 2p2

1/2 2p4
3/2 (J = 1/2)

1s2 2s2 2p1/2 2p4
3/2 (J = 1/2) 1740.15 1743.09 1742.89

→ 1s1/2 2s2 2p2
1/2 2p4

3/2 (J = 1/2)

O-like Si VII O-1 1s2 2s2 2p1/2 2p3
3/2 (J = 2) 1756.35 1758.28 1758.86 1758.7± 0.5

→ 1s1/2 2s2 2p2
1/2 2p3

3/2 (J = 1)

O-like Si VII O-2 1s2 2s2 2p2
1/2 2p2

3/2 (J = 2) 1754.39 1756.79 1756.44 1756.0± 0.4
→ 1s1/2 2s2 2p2

1/2 2p3
3/2 (J = 2)

1s2 2s2 2p2
1/2 2p2

3/2 (J = 2) 1754.96 1757.38 1757.03
→ 1s1/2 2s2 2p1/2 2p4

3/2 (J = 1)
1s2 2s2 2p1/2 2p3

3/2 (J = 2) 1754.78 1757.32 1756.98
→ 1s1/2 2s2 2p1/2 2p4

3/2 (J = 0)
1s2 2s2 2p1/2 2p3

3/2 (J = 1) 1753.91 1756.30 1755.95
→ 1s1/2 2s2 2p2

1/2 2p3
3/2 (J = 2)

1s2 2s2 2p4
3/2 (J = 0) 1754.29 1756.70 1756.36

→ 1s1/2 2s2 2p1/2 2p4
3/2 (J = 1)

O-like Si VII O-3 1s2 2s2 2p2
1/2 2p2

3/2 (J = 2) 1750.40 1752.47 1752.34 1751.4± 0.6
→ 1s1/2 2s2 2p2

1/2 2p3
3/2 (J = 1)

Notes: Table from Beiersdorfer et al. (2016a). The key is the same as in Table 6.4 and Fig. 6.10. All
transition energies are in eV. P08: Palmeri et al. (2008a). FAC: calculation by Hell et al. (2016b), see
Table 6.4. MRMP: Beiersdorfer et al. (2016a). ECS: measurement by Hell et al. (2016b), see Table 6.4.

and, consequently, help to better benchmark the accuracy of the FAC calculations, which
currently are more commonly available to the community (Section 6.3.3).

6.3.2 n= 3→ 1 Transitions in S

K-shell transitions beyond the n = 2 → 1 Kα transitions are usually not covered by the
few measurements that are available for L-shell ions, although exceptions do exist (e.g.,
Li- and Be-like Fe measured at a tokamak Smith et al., 1993). Reasons for this neglect
likely include the limited energy range of the employed crystal spectrometers and the
exceedingly small line strengths of the higher members of the Rydberg series. In parallel
to the long exposure times necessary to collect the crystal spectra shown in Section 6.2,
the ECS was therefore used to measure these weaker transitions in S. Figure 6.18 shows
the corresponding measurement in comparison to the FAC model from Section 6.1.5. As
seen in Fig. 6.18, sufficient data was taken to determine the transition energies for Kβ
transitions in F- through Li-like S. Additionally, n = 4 → 1 Kγ transitions for Li- and
Be-like S are clearly resolved around 2970 eV and 2900 eV, respectively. The FAC model
indicates the energies of Kγ transitions in lower charge states, but because of the overlap
of the energy range covered by the Kγ transitions with the range of the Kβ transitions,
the Kγ transitions of these charge states lower than Be-like blend with the Kβ lines of
higher charge states and are too weak to be resolved. Similarly, one of the two distinct
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Figure 6.18: Broadband S spectrum including the higher orders of the Rydberg series, shown on
both a linear (top figure) and a logarithmic (bottom figure) intensity scale to illustrate how
weak the Kβ transitions are in the L-shell ions of S compare to the He-like Kβ line. The S
measurement (top panels) was taken with the ECS on SuperEBIT. The FAC spectrum (bottom
panels) from the model in Section 6.1.5 confirms the identification of these lines.

168



6.3 Outlook

not relevant

N/A

maybe

planned
measured

done

3.25

36

Kr
2.54

35

Br
3.34

34

Se
2.3*

33

As
3.65

32

Ge
3.04

31

Ga
4.56

30

Zn
4.19

29

Cu
6.22

28

Ni
4.99

27

Co
7.50

26

Fe
5.43

25

Mn
5.64

24

Cr
3.93

23

V
4.95

22

Ti
3.15

21

Sc
6.34

20

Ca
5.03

19

K

6.40

18

Ar
5.50

17

Cl
7.12

16

S
5.41

15

P
7.51

14

Si
6.45

13

Al
7.60

12
Mg

6.24

11

Na

7.93

10

Ne
4.56

9

F
8.69

8

O
7.83

7

N
8.43

6

C
2.7

5

B
1.38

4

Be
1.05

3

Li

10.93

2

He
12

1

H

Figure 6.19: Periodic table of the elements highlighting the progress of our effort to measure K-
shell transitions of astrophysically interesting L-shell ions with the ECS. The number below the
elemental symbol represents the solar abundance of each element from Asplund et al. (2009).
Elements with abundances below 5 are considered not relevant. Elements with Z ≤ 10 are not
included in the campaign (see text). The measurements of Si and S are published (Hell et al.,
2016b). Mg, Al, Cl, Ar, and Mn have been measured and are pending careful analysis. O and
Fe have previously published measurements (Gu et al., 2005; Decaux et al., 1997). Further
measurements for Cr, Fe, and Ni are planned. Measurements of Na, P, K, Ca, Ti, and Co are
considered less important and contingent on beam time availability.

n = 5→ 1 Kδ transitions of Li-like S around 3040 eV blends with He-like Kγ, and one of
the two Be-like Kδ transitions around 2950 eV blends with the Li-like Kγ line. The ECS
measurement features further lines above 3050 eV that are missing a corresponding line
in the FAC calculations. These lines are members of the Rydberg series of mostly He- and
Li-like ions with an electron excited to n > 5. They are missing in the FAC model, since
only electrons up to the n= 5 shell were included in the calculation (Section 6.1.5).

These measurements provide an important benchmark for calculations of transitions in-
volving more highly excited levels, which can have different systematic uncertainties than
the Kα transitions (Beiersdorfer et al., 1989). Due to the long exposure times necessary
for the cross section measurements (Chapter 8), transition energy measurements for Kβ
lines in Fe ions are also available (Fig. 8.9).

6.3.3 Measurements in Additional Elements

As discussed in Section 1.4.1, K-shell transitions in L-shell ions are expected to be ob-
served in a number of elements beyond Si and S. In an ongoing effort, we are collecting
similar ECS spectra for reference for astrophysically abundant elements between Na and
Ni (Hell et al., 2015). Figure 6.19 shows a section of the periodic table of elements,
listing the solar abundances for each element as determined by Asplund et al. (2009).
The fields of the table are color coded according to the progress made. Elements with
an abundance below about 5 are deemed non-relevant for astrophysics studies for now.
Elements with Z ≤ 10 are considered not applicable (N/A) to this project as the energy
of K-shell transitions in these elements are below 1 keV, where wavelength dispersive
spectrometers have far better resolution than the ECS (Section 3.3).

The remaining elements are sorted for their importance for astrophysics and beam time
availability. Kα transitions in Si and S were the most pressing issue because of the Cyg
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6 K-shell Transitions in L-shell Ions

X-1 and Vela X-1 observations (Section 1.4.1). The results for these two elements are pub-
lished (Hell et al., 2016b). The next key elements are the Fe group elements, especially
Cr, Mn, Fe, and Ni, as these are routinely observed in celestial sources and are likely to
include at least charge states down to Be-like (Fig. 1.9). Traces of K-shell transitions of
lower charge states of Mg have also recently been uncovered in Chandra-HETG observa-
tions of Vela X-1 (Grinberg et al., 2017). Measurements of Na, P, K, Ca, Ti, and Co have
a lower priority.

Wavelengths measurements at an EBIT are already available in the literature for some
of the ions of interest. For example, Gu et al. (2005) reported measurements of O III–VI.
Measurements of the Li-like spectra of V (Beiersdorfer et al., 1991) and Co (Smith et al.,
1995) are also available. L-shell ions of Fe have previously been studied at tokamaks
(Beiersdorfer et al., 1993) and EBIT-II (Decaux et al., 1997; Decaux et al., 2003), using
crystal spectrometers, but their accuracy is only on the order of 1 eV (Section 7.1). Due
to the typically limited spectral range of these spectrometers, transitions from electrons
excited to higher principle quantum numbers n, resulting in higher orders of the Rydberg
series, have not been included in these measurements. These will be determined from
the cross section measurements discussed in Chapter 8.

EBIT measurements similar to the Si and S data presented in (Hell et al., 2016b) are
available for some of the missing elements (Mg, Al, Cl, Ar, and Mn). Further measure-
ments are planned for Cr, Fe, and Ni. Study of the less important elements Na, P, K, Ca,
Ti, and Co is contingent on beam time availability. These measurements will be used to
benchmark the transition energies available in current atomic databases for astrophysics,
especially in AtomDB (Foster et al., 2012). Specifically, the EBIT measurements are used
to gauge the precision of calculations with FAC, which have recently been included into
AtomDB v.3 to make up for the database’s previous lack of K-shell transitions in L-shell
ions accross the periodic table. Conclusions drawn from the comparison to several mea-
sured elements will be beneficial also for the ions of those elements that have not been
observed in the laboratory.
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As will be seen later it is desirable to determine
angles of incidence and reflection with great
accuracy. This was not anticipated, and the
circular scale was only divided into degrees, and
was made too small.

Bragg & Bragg (1913) about the design of one
of the first crystal spectrometers

7 High-resolution Measurements of
K-shell Transitions in Fe

A CCURATE wavelengths for K-shell transitions in iron are important for all of its
charge states, as motivated in Sections 1.4.2 and 1.4.3. This chapter reviews the
existing high-resolution wavelength measurements of K-shell transitions in Fe and

discusses recent attempts to resolve individual components of the tightly spaced K-shell
transitions in M-shell ions.

7.1 Overview of Existing Wavelength Measurements

Until 1993, solar X-ray observations provided the highest resolution (λ/∆λ = 1000–2500)
measurements of the Fe K-shell spectrum available at the time (Beiersdorfer et al., 1993,
see references therein for identification and wavelength measurements of the Fe spectrum
from solar flares); comparable laboratory measurements existed only for Be-like through
He-like Fe XXIII–XXV. Beiersdorfer et al. (1993) then measured F- through He-like Fe XVIII–
XXV at the Princeton Large Torus (PLT) tokamak, using a Johann-type crystal spectrometer
equipped with a quartz 112̄0 crystal. They measured 40 features, some of them line
blends, to an accuracy of 0.1–0.4 mÅ (0.3–1.3 eV) with a resolving power of λ/∆λ = 3000,
comparable to the Doppler broadening in the tokamak, and with better counting statistics
than the previous solar flare observations. The larger uncertainties are ascribed to the
line emission from the lower charge states, since these lines were weaker and furthest
away from the calibrations line. Since the tokamak plasma has a Maxwellian electron
energy distribution, these features include transitions due to dielectronic recombination.

Decaux & Beiersdorfer (1993) observed K-shell transitions in L-shell Fe ions by taking
spectra as a function of EBIT phase, i.e., the spectra were measured during the rela-
tively short ionizing portion of the EBIT phase. The measurement used a von Hámos
spectrometer with a Si 220 crystal and a resolving power of λ/∆λ = 1700. Decaux &
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Beiersdorfer (1993) only list the measured wavelengths for the two F-like features. De-
caux et al. (1995) produced an ionizing plasma with the same method to create the first
experimental simulation of a transient plasma in the laboratory and measure K-shell tran-
sitions in Cl- through F-like Fe X–XVIII. The spectra were recorded with von Hámos-type
spectrometer using a LiF(200) crystal at a resolving power of λ/∆λ≈ 2300. They report
an accuracy of ∼ 0.5 mÅ, calibrated from the stronger of the two F-like Fe XVIII lines.
Although the K-shell transitions in these ions are heavily blended even at these high spec-
tral resolutions and when time resolved (integrating only over the first 7–14 ms), they
tentatively identify two Cl-like Fe X transitions and associate two more structures in the
spectral shape generally with transitions in Al-like Fe XIV and Na-like Fe XVI. Additionally,
Decaux et al. (1995) discussed the number of transitions originating from inner-shell
ionization versus electron impact excitation for each of these M-shell ions.

Decaux et al. (1997) concentrated again on K-shell transition in L-shell Fe ions and mea-
sured 32 features, some consisting of line blends, with an accuracy of 0.3–0.5 mÅ (1.0–
1.8 eV), using a von Hámos spectrometer with λ/∆λ≥ 2000. Using the spectral model of
Jacobs et al. (1989), Decaux et al. (1997) calculated the rate coefficients for inner-shell
ionization and electron impact excitation populating the upper level of all of the identified
transitions. Especially for F-like Fe XVIII through C-like Fe XXI both processes contribute
significantly in producing the observed lines. Decaux et al. (2003) measured the L-shell
Fe spectra with a von Hámos spectrometer using a LiF(200) crystal with λ/∆λ∼ 2300 at
EBIT-II and make a detailed comparison to their theoretical work in order to investigate
line-formation processes for these spectra. They calibrated their dispersion from the F-like
Fe XVIII line F1 and the strongest C-like C XXI feature C9 with reference wavelength from
earlier measurements and estimate their experimental uncertainty to be on the order of
0.5 mÅ. While they list the same experimental wavelength values for transitions in the
high charge states as (Decaux et al., 1997), starting on the long-wavelength (low-energy)
side of C-like Fe Decaux et al. (2003) report additional measured wavelengths compared
to the previous measurement.

Rudolph et al. (2013) published the newest set of wavelength measurements for F-like
Fe XVIII through He-like Fe XXV using X-ray resonant photoexcitation by coupling the
portable Flash-EBIT to the PETRA III synchrotron X-ray photon source. In this setup,
Flash-EBIT is used to breed and trap the Fe ions up to He-like with electron beam en-
ergies below the excitation threshold for K-shell transitions. Resonant photoexcitation
is achieved by carefully aligning the photon beam with the trapped ions in the electron
beam and sweeping the energy of the photon beam. Analyzing the signal intensity of a
Ge detector as a function of photon beam energy gives the measured Fe spectrum. The
resolution E/∆E ≥ 20000 of this measurement is therefore determined by the energy
resolution of PETRA’s photon beam and the experimental uncertainty of ∼ 0.07 eV is
dominated by the energy calibration of the photon beam. Note that this measurement
includes wavelength measurements of the He-like Fe XXV resonance lines w and y, since
the photon beam is calibrated from absorption edges.

A variety of transition wavelength calculations outside of EBIT are available as well. Be-
har & Netzer (2002) list the one or two strongest transitions in F- through He-like Fe
calculated with HULLAC, similar to their calculations of Si and S (Section 6.1.7). Palmeri
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et al. (2003a) give a complete set of wavelengths for K-shell transitions in F-like Fe XVIII
through He-like Fe XXV from calculations with AUTOSTRUCTURE, the Breit-Pauli R-matrix
suite (BPRM), and HFR. They rank the accuracy of their level energies at 3 eV and of their
transition wavelengths at 2 mÅ, i.e., almost an order of magnitude less accurate than the
quoted uncertainties of Decaux et al. (1997). Mendoza et al. (2004) and Palmeri et al.
(2003b) report the wavelengths for transitions in Cl-like Fe X through Ne-like Fe XVII
and in Mn-like Fe II through Ar-like Fe IX, respectively. The configurations taken into
account by Mendoza et al. (2004) for the M-shell Fe ions do not include electrons in the
3d shell, just as our FAC calculation for these ions (Section 7.2.3). Bautista et al. (2004)
calculated the effective collision strengths for Ne-like Fe XVII through Be-like Fe XXIII with
AUTOSTRUCTURE and BPRM and included tables of the corresponding level energies.

For F-like Fe XVIII through Li-like Fe XXIV, level energies for K-shell vacancies and the
corresponding K-shell transitions are included in the CHIANTI database using the values
from Palmeri et al. (2003a) and Bautista et al. (2004). The same references are included
in the XSTAR atomic database uaDB. AtomDB v.2 (Foster et al., 2012) only includes
K-shell transitions down to the Li-like Fe XXIV ion, using level energy calculations by
Whiteford et al. (2002). Whiteford et al. (2002) use the same method as Whiteford
et al. (2001) for He-like Fe XXV, whose upper level for line w is 11 eV too high, with
similar discrepancies for other transitions. After a massive update, AtomDB v.3 now also
includes K-shell transitions from L-shell ions, mostly originating from FAC calculations
(A. Foster, priv. comm.).

7.2 EBHiX Measurement of M-shell Fe Ions

7.2.1 Experimental Setup

Here, we use the new EBHiX spectrometer (Beiersdorfer et al., 2016c), which has the
potential to exceed the resolving powers of previous experiments (Section 5.5), at the
LLNL EBIT-I to resolve previously unresolved lines in F-like Fe XVIII to Cl-like Fe X. At a
Bragg angle of θ ∼ 51.3◦, a quartz 110 crystal in second order exactly covers the energy
range of these transitions, i.e., the bandwidth between 6380 and 6440 eV.

At first, EBHiX was mounted in its original horizontal position with the plane of dispersion
perpendicular to the electron beam direction. As a reminder, in this orientation the small
beam width is imaged in the spectral direction, making the spectrometer insensitive to
the exact focussing (Section 5.5), which in turn makes it easier to achieve high resolution.
However, the flux emitted by EBIT for K-shell transition in these Fe ions is very low, the
spectrometer is far away from the source, and the X-rays are only reflected by the crystal
in second order, i.e., at smaller crystal reflectivity, resulting in only a few observed photon
events per hour in the relevant spectral range. Additionally, the cosmic rays transversing
the detector deposit an amount of energy similar to the 6.4 keV photon energy of the Fe
lines, resulting in a similar response (pulse height) in the CCD. The low photon flux and
the decreased efficiency of filtering the signal from cosmic rays based on pulse height
discrimination leads to a low signal-to-noise ratio, as seen in Figure 7.1 (top) especially
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Figure 7.1: K-shell transitions of medium charge states of Fe measured with a quartz 110 crystal
using EBHiX in the horizontal (top, sum of 139 1h-exposures) and vertical (bottom, sum of 159
1h-exposures) orientation, respectively. The spectra are rebinned by a factor of 2 compared to
the spatial resolution of the CCD. The horizontal measurement suffers from high background.
The vertical measurement has a slightly higher charge balance than the horizontal one, as
indicated by the clear contribution from C-, N-, and O-like Fe. For comparison, the line centers
of B- through F-like Fe as measured by Decaux et al. (1997) are marked.

below 6380 keV where no signal from Fe is expected.

In order to improve the signal to noise-ratio, we rotated the EBHiX spectrometer to be
mounted in its vertical orientation, i.e., with the plane of dispersion parallel to the elec-
tron beam direction (Section 5.5.2). While this setup is much more sensitive to the
correct image position and has a larger Johann error (Eq. 5.43), the spatial extend of the
observed spectra in the cross-dispersion direction is reduced by about a factor of 10. Ac-
cordingly, the spectra are extracted from a smaller region of the CCD image, thus greatly
reducing the influence of cosmic rays as their probability to hit the extraction region is
decreased. Figure 7.1 (bottom) shows the successful reduction in background line-free
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7.2 EBHiX Measurement of M-shell Fe Ions

spectral region below 6380 keV.

The charge balance of the vertical spectrum is somewhat higher than that of the hori-
zontal spectrum. This change in charge balance between the two measurements is at-
tributed to changes in the EBIT parameters. Both spectra were taken at a beam energy
of Ebeam ∼ 8 keV and with Fe being injected as Fe(CO)5 via a ballistic gas injector. But
the horizontal spectrum was measured at Ibeam ≈ 150 mA beam current and an EBIT cy-
cle time of tcycle = 12 ms (1 ms dump time), while the vertical measurement was using
Ibeam ≈ 190 mA beam current, tcycle = 15 ms (1 ms dump time) cycle time, and a dou-
bled injection pressure. Lengthening of the EBIT phase plays the dominant role in the
increased charge balance towards higher charge states, as seen in Fig. 3.4.

The spectra are calibrated with a 2nd order polynomial in Bragg angle (derived from
Bragg’s law including the higher-order corrections, Section 5.1.2), using the He-like Cl
Kβ line (E = 3271.543 eV) observed in first order and H-like Mn Lyα1 (E = 6441.665 eV)
and Lyα2 (E = 6423.562 eV) lines in second order (Section 5.5.2). From Table 5.1 we
find for the horizontal setup a resolving power of E/∆E ≥ 4000 for Mn and E/∆E ≈ 3200
for Cl. The resolving power in the vertical setup is slightly smaller with E/∆E ∼ 3500
for the Mn Lyα lines and about 3000 for the Cl Kβ line. It is limited by focussing and
trapped-ion temperature. The focussing for the vertical setup was done on the brightest
measured line, i.e., Cl Kβ on the far side of the CCD chip. As discussed in Section 5.5.2,
the smaller resolution of the vertical setup is due to its sensitivity to the exact detector
(image) distance, while the focal length changes by a few mm over the width of the CCD
chip. The resolution of the Fe spectra is estimated to be of the same order of magnitude
as for the calibration lines of the respective setup. This is supported by the comparison of
the F-like Fe line F1, which, despite the higher background, is sharper in the horizontal
spectrum than in the vertical spectrum (Fig. 7.1).

Since a second order polynomial is uniquely defined by three points, the calibrated line
centers of the three calibration lines are not useful estimates of the systematic calibration
uncertainty in this case. Additionally, all three calibration lines are on one side of the
energy region covered by the K-shell transitions in M-shell Fe ions, i.e., their energy
scale is an extrapolation. To get a rough estimate on the magnitude of the systematic
uncertainty on the energy scale, we therefore compare the scale as derived from the
quadratic fit to a scale derived by a linear fit to the three calibration points, since to first
order the gain is linear. Figure 7.2 shows the difference between these two scales as a
function of the quadratic scale. Since we do believe that the second order polynomial is a
good approximation of the energy scale following the EBHiX calibration in Section 5.5.2,
we take the difference of this comparison as an upper limit for the systematic uncertainty.
Therefore, the estimated accuracy of the scale is better than 1 eV in the M-shell ion region
(6380–6440 eV) and better than 0.4 eV for the L-shell ions (6440–6560 eV). This is slightly
better than the accuracy of 0.5 mÅ (∼ 1.7 eV) quoted by Decaux et al. (1995) for their
measurement of the M-shell Fe ions. Their scale was derived using the location of the
stronger F-like Fe XVIII line (F1), which sits close to the Mn Lyα1 lines used here, and the
strong strong C-like Fe XXI line C9.

A Monte Carlo simulation of 2000 quadratic gain polynomials confirms the deviation
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Figure 7.2: Upper limit for the uncertainty estimate of the calibrated energy scale for the horizon-
tal (red, dashed) and vertical (blue, solid) EBHiX measurement. The x-axis is the energy scale
derived from the quadratic polynomial. The y-axis shows the difference between the quadratic
scale and a scale derived from a linear fit to the calibration lines. The orange shaded region
marks the spectral region covered by K-shell transitions in M-shell ions, the gray shaded region
marks the L-shell ions up to C-like Fe.

of a linear scale as an upper limit. In the simulation, we calculate fake quadratic gain
polynomials from new, simulated sets of calibration lines. To create such a set, for each
of the three original calibration lines we draw a new line center in units of detector
channels from a Gaussian distribution with mean equal to the original line center and
standard deviation equal to the 1σ confidence limits of the fitted line centers. The fake
polynomials are then compared to the original gain polynomial (Fig. 7.3). For each CCD
pixel mean and standard deviation for the energies determined from each of the fake gain
polynomials is also shown. In both the horizontal and vertical setup, the deviation of the
linear scale from the quadratic scale is in the outskirts of the energy region covered by
the fake polynomials and well outside the 1σ region of the energy distribution. Taking
this simulation as a tighter constraint for the systematic uncertainty of the energy scale
slightly improves the estimated accuracy of the scale below the upper limit quoted above
to better than 0.6 eV in the M-shell ion region (6380–6440 eV) and better than 0.3 eV for
the L-shell ions (6440–6560 eV).

7.2.2 Discussion of the Spectra – L-shell Ions

In addition to comparing the spectra of the horizontal and vertical setup to each other,
Figure 7.1 shows the line centers of K-shell transitions in the L-shell Fe ions as measured
by Decaux et al. (1997) with a von Hámos crystal spectrometer at EBIT and a resolution
of λ/∆λ > 2000. Overall, there is good agreement between the vertical EBHiX spectra
and the values from Decaux et al. (1997), especially for the F-like and C-like features
and the closely spaced lines N4–9. N11 appears to separate into two transitions in our
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Figure 7.3: Estimate of calibration uncertainty from Monte Carlo simulations. The line centers
of the three calibration lines are drawn randomly from a Gaussian distribution with standard
deviation equal to the 1σ uncertainty of the line center fit. A new quadratic gain polynomial is
then calculated for each set of these simulated reference lines. The gray lines show the energy
difference of the Monte Carlo polynomials EMC to the original gain polynomial Eref derived from
the best fit line centers. The black line corresponds to the mean of energy of the Monte Carlo
polynomials in each CCD channel. The green area shows the 1σ range of the EMC in each
channel. The red and blue lines correspond to the difference to a linear fit as shown in Fig. 7.2.
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Figure 7.4: The vertical EBHiX spectrum (Fig. 7.1, bottom) in comparison to the FAC model. The
FAC model shown here was calculated using the same method as for the Si and S models in
Section 6.1.5, including transitions from H- through Na-like Fe and assuming a uniform ion
distribution. The color code for the FAC transitions follows the color code in Fig 6.4.

measurement, a stronger line at the lower energy side of N11 and a weaker shoulder on
its high energy side. While Decaux et al. (1997) do not list additional theoretical lines
even as a line blend for this feature, our own FAC calculations using the same approach
as in Section 6.1.5 indicate three weak N-like transitions that can account for this shoul-
der. These transitions are (1s2 2s2 2p1/2 (2p2

3/2)0)1/2 – ((1s1/2 2s2 2p1/2)1 (2p3
3/2)3/2)1/2 at

6500.313 eV, (1s2 2s2 2p1/2 (2p2
3/2)2)5/2 – (1s1/2 2s2 2p2

1/2 (2p2
3/2)2)3/2 at 6500.519 eV, and

(1s2 2s2 2p1/2 (2p2
3/2)0)1/2 – ((1s1/2 2s2 2p1/2)1 (2p3

3/2)3/2)3/2 at 6502.209 eV according to
the FAC transition energies, which are slightly too high in energy compared to the mea-
sured features.

Similarly, the O-like lines are better resolved than the previous measurement. The feature
O1+3 splits into two lines O1 and O3 (Fig. 7.1) as predicted by the identification of De-
caux et al. (1997) and confirmed by our FAC calculation (Fig. 7.4), whose configurations
for these two lines agree with Decaux et al. (1997), but the EBHiX data indicate a slightly
lower energy for the line blend than in the previous measurement. This is consistent with
the theoretical model of Decaux et al. (1997), which predicts the higher energy compo-
nent O1 to clearly dominate this line blend, while the line strengths are more comparable
between the two lines in the FAC calculation. The three contributions to the blend O4–6
also agree with our FAC calculation and the two weaker components manifest as a clear
shoulder in the line profile of this blend in the EBHiX spectrum. The feature O7-8 are
identified with two transitions by Decaux et al. (1997), where the FAC model predicts a
sizable contribution by three transitions. The missing line is the transition 1s2 2s2 2p4

3/2

– (1s1/2 2s2 2p1/2 2p4
3/2)1 and according to FAC has the lowest energy of these three com-

ponents. Finally, the weaker low-energy component of the line blend C9-10 also has an
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7.2 EBHiX Measurement of M-shell Fe Ions

indication of a shoulder to the strong component in the higher resolution EBHiX data.

For the spectrum measured with the horizontal EBHiX the flux level around the tran-
sitions in M-shell ions (6380–6440 eV) is clearly elevated relative to the line-free back-
ground levels below 6380 eV. The flux in the region of the N- and O-like transitions
appears also increased, indicating that at least some emission from these ions has been
observed. Above these energies, the flux is much the same as in the background region
with no perceivable photon contributions. Comparison to the Decaux et al. (1997) results
shows that some of the stronger features, e.g., O4–6 and F1, can reliably be identified
as spectral lines. Others like the N-like transitions seem to have features at the correct
energies, but compared to the vertical spectrum, this coincidence could very well be by
chance.

7.2.3 Discussion of the Spectra – M-shell Ions

The primary goal of this experiment was to use the high resolution of the EBHiX spec-
trometer for a renewed attempt at resolving the main spectral components for some of
the M-shell ions contributing to this highly blended spectral region. Figure 7.5 shows the
blown up spectra of the horizontal (top) and vertical (middle) EBHiX run containing the
emission from the M-shell ions in comparison to a simple FAC model (bottom). The F-like
lines, which have been measured before by Decaux & Beiersdorfer (1993) and Decaux
et al. (1995), stand out clearly, but other lines could not be resolved further despite the
higher resolving power of this measurement.

The FAC spectrum is the result of a collisional radiative model, assuming equal ion densi-
ties for all included Fe ions, similar to the method in Section 6.1.5. The model includes
radiative transitions, collisional excitation and ionization, autoionization, radiative re-
combination, and dielectronic recombination. Although dielectronic recombination does
not play a role at the electron beam energy employed during the experiment, it is in-
cluded in the model setup for cases where the model is calculated at different beam en-
ergies. For up to the Na-like Fe XVI ion the atomic physics calculations from the previous
Section 7.2.2 have been used again. For Mg-like Fe XV to Cl-like Fe X new calculations
have been made. While up to Na-like Fe XVI levels with an electron excited up to the
n = 5 shell were included in the calculation, for Mg-like Fe XV and Al-like Fe XIV the
calculation was limited to the n = 3 shell. The ∼ 5000 energy levels in the Al-like ion
jump to ∼ 13000 levels in Si-like Fe XIII. The large number of energy levels allows for
an even larger number of transitions between any two of these levels, making the cal-
culation very computationally expensive. Therefore, for Si- through Cl-like Fe XIII– X no
configurations with electrons in the 3d subshell were included in the calculation. The line
intensities resulting from the collisional radiative model are convolved with a Gaussian
of 2 eV full-width half-maximum and added, to simulate a resolving power of ∼ 3200, i.e.,
comparable to the resolution of the vertical EBHiX measurement.

The spectrum of each ion appears roughly double-peaked, with the two major com-
ponents being spaced about 10–15 eV apart and the higher energy component being
stronger. But only F-like Fe XVIII and Cl-like Fe X, which have closed (sub-)shells in the up-
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Figure 7.5: Zoom into the M-shell ion region from Fig. 7.1 for the horizontal (top) and vertical
(middle) EBHiX spectrum (black histogram) in comparison to a simple FAC model for these ions
(crimson histogram). The contribution from each ion to the FAC spectrum is broken down in
the bottom panel. The position of the two F-like Fe XVIII transitions F1 and F2 from Decaux et al.
(1997) are marked for orientation.

per level, truly consist of only two transitions. Although there are two clearly dominating
transitions in Na-like Fe XVI due to its closed 3s subshell, a large number of weak transi-
tions broaden their line profile. The other ions have a plethora of lines of varying relative
intensities, up to the point where two main peaks can each split into several sub-peaks.
Figure 7.6 shows this line distribution for each of the ions.

Especially the low energy tails of these wide-spread transitions overlap heavily with the
next lower charge states. Nevertheless, the synthetic spectrum, assuming a uniform
charge balance, indicates that at least the strongest peak in each of the M-shell ions
should be resolvable at a 2 eV resolution. Yet, the measured spectra show, at best, little
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Figure 7.6: Overview of the transitions contributing to the emission of each of the M-shell Fe ions
contributing to the total flux in the 6380–6440 eV spectral region. The top panel is the same
FAC spectrum as shown in Fig. 7.5, the other panels decompose the summed spectrum of each
charge state between Cl-like Fe X and F-like Fe XVIII into the individual transitions from the FAC
calculation. As described in the text, for the calculation no electrons were allowed to enter the
3d subshell in Cl- through Si-like charge states of Fe (Fe X– XIII).
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7 High-resolution Measurements of K-shell Transitions in Fe

indication of structure beyond the F-like lines.

For example, the Ne-like Fe XVII shoulder to the F1 line appears to be present. While the
overall FAC model appears to be shifted towards lower energies compared to the data
(Fig. 7.5, top and middle), the two F-like Fe XVIII transition energies according to FAC
are 6421.925 eV (F2) and 6434.600 eV (F1), respectively, which is close to the 1.93046 Å
(6422.52 eV) and 1.92670 Å (6434.75 eV) measured by Decaux & Beiersdorfer (1993).
The apparent shift at the high energy flank of the spectrum disappears if the F-like line
strength is scaled up to better reflect the measured charge balance.

Decaux et al. (1995) tentatively identify small features at 1.9388± 0.0005 mÅ (6394.9±
1.6 eV) and 1.9413± 0.0005 mÅ (6386.7± 1.6 eV) as the two Cl-like Fe X transitions, com-
pared to their HULLAC calculation at 1.9379 Å (6397.864 eV) and 1.9415 Å (6386.001 eV),
respectively. Our FAC calculation produces these at 6396.657 eV and 6384.429 eV, respec-
tively, i.e., shifted towards lower energy compared to the HULLAC values. There might
be a hint of the lower energy line around 6387 eV in both data sets but the statistics are
not sufficient for it to clearly stand out. Features at 6399 eV (vertical EBHiX spectrum)
and at 6398 eV (horizontal EBHiX spectrum) look like distinct lines, but do not agree
well with the predicted position of the stronger Cl-like line. Better counting statistics are
necessary to see if these features are real. The charge balance in both our measurement
is probably too high for the Cl-like lines to stand out, as Decaux et al. (1995) observed
these features in the integrated 0–7 ms spectrum, but not in the 7–14 ms spectrum, while
the EBHiX spectra are integrated over the first 14 and 11 ms of EBIT phase, respectively.

There are multiple arguments that could explain why the increased resolution compared
to earlier measurements was not sufficient to resolve any new features in the spectrum
of the M-shell ions. First and foremost, much higher detected flux rates are needed
to collect sufficient statistics for small variations in the spectral shape to be significant.
Higher count rates can be accomplished by any combination of higher spectrometer sen-
sitivity and higher source flux. The spectrometer effective area could be increased by
re-designing the instrument with a shorter source distance. As the EBIT phase diagram
of Fe (Fig. 3.4) shows, there is a short period of 20–30 ms at the beginning of the cy-
cle (right after the trap was dumped) with an increased event density before the lower
charge states start to burn out, which indicates that is takes some time to fill up the trap
with fresh ions. Filling the trap more efficiently after dumps could therefore increase the
source flux. Using a MeVVA instead of the gas injector might help with this task.

Transitions with spectator electrons in the 3d shell that have been excluded from the FAC
model could be responsible for filling in the gaps between the peaks that according to
the current version of the model should be resolved. Additionally, emission from even
lower charge states from Ar-like Fe IX down to neutral Fe I overlap with the emission
from the M-shell ions. As discussed by Decaux et al. (1995), the neutral Kα lines are at
higher energies than some of the M-shell ions, since the partially filled 3d shell screens
the 2p electron much better than the 1s electron. Particularly, Fe I Kα1 has wavelength
(energy) of 1.936042 Å (6404.004 eV) and Kα2 is at 1.939980 Å (6391.004 eV) (Bearden,
1967, see Hölzer et al., 1997, for measurements of the fine structure). These near-neutral
charge states, however, are expected to ionize through within the first 1 ms and, therefore,
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7.2 EBHiX Measurement of M-shell Fe Ions

should not have a large contribution to the observed flux (Decaux et al., 1995).

With a more realistic non-uniform charge balance, where the relative ion density de-
creases for lower charge states, the stronger high-energy component in each of the ions
does not stand out above the low-energy tails of the next higher charge states. As a con-
sequence, the shape of the summed spectrum smears out. In this case, the only chance
to resolve any of these lines is to resolve them in time, i.e., by studying the changes to
the spectral shape on much shorter time scales of, e.g., ∼ 1 ms, instead of integrating a
spectrum over the first ∼ 10 ms of the EBIT phase. To do this, a spectrometer with higher
sensitivity is needed and an event based detector that is capable of reading out each pho-
ton event individually and tag it with a time stamp to make an event list that allows for
cuts in EBIT phase after the measurement.
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It doesn’t matter how beautiful your theory is, it
doesn’t matter how smart you are. If it doesn’t
agree with experiment, it’s wrong.

Richard P. Feynman

8 Effective Emission Cross Sections

A S MOTIVATED in general in Chapter 1 and in particular in Section 1.4.3, it is im-
portant for plasma diagnostics of collisional plasmas to know the cross sections
for collisional excitation through electron impact. This chapter discusses the the-

ory of cross sections, available reference data, and the measurements at EBIT for K-shell
transitions in Fe ions. These measurements result in absolute electron impact excitation
cross sections for lines such as, e.g., He-like Fe w and H-like Fe Lyα, but they only re-
sult in effective emission cross sections in cases where the contribution to the population
of the excited level from multiple excitation mechanisms, e.g., collisional excitation and
inner-shell ionization, cannot be disentangled as is often the case in K-shell transitions of
L-shell ions.

8.1 Theory

If a particle, or a beam of particles, of type A passes through a medium of discrete parti-
cles of type B, there is a probability of particles A to interact with a particle B (Fig. 8.1)
such that they are absorbed or scattered out of the beam direction. In the simplest setup,
a beam of point particles passes through a set of spherical objects (radius r) and the inter-
action probability is basically determined by the effective area occupied by the medium B
(Fig. 8.1). The interaction probability per particle B, i.e., the effective interaction area of
particle B, is therefore called a cross section (Rybicki & Lightman, 1979). In the classical
analogue of the description of this simple scenario, the cross section is the area σ = πr2

around particle B that particle A has to cross in order to interact (Fig. 8.1a). Following
the interaction, particle A is no longer traveling within the beam. For point particles A,
r = rB, but for extended particles A, the effective interaction area depends on the radii of
both particles as r = rA + rB (Fig. 8.1b; Demtröder, 2008). The fraction dN of particles A
interacting with the medium depends on the flux density Ṅ = nAvA (density n, velocity v)
of particles A per unit time and area crossing dx-thick slab of particles B of density nB in
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8 Effective Emission Cross Sections

Figure 8.1: Sketch of the classical representation for the interaction cross section a) for point
particles A (after Demtröder, 2005, Fig. 2.77) and b) for extended particles A where b is the
impact parameter (after Demtröder, 2008, Fig. 7.15).

the x-direction (Demtröder, 2005). For small enough areal density nBdx of the medium,
each particle A interacts with a particle B at most once. Then the flux density of beam A
changes as (Demtröder, 2005)

dṄ = −ṄσnBdx . (8.1)

Dividing by Ṅ and integrating along the path direction then gives the remaining particle
density of the beam after crossing depth x of the medium

Ṅ = Ṅ0 exp (−nBσx) with Ṅ0 = Ṅ(x = 0). (8.2)

This integrated cross section σ is related to the mean free path λ= 1/(nBσ) (Demtröder,
2005) and the mean time between two interactions is τ = λ/〈v〉, where 〈v〉 is the mean
relative velocity between particles A and B (Demtröder, 2008).

More precisely, and taking quantum mechanical effects into account, the cross section
depends on the interaction potential V (r) between A and B, on the distance r between A
and B, on the masses mA and mb, and on the relative velocity vA−vB (Demtröder, 2005). It
is therefore characteristic for the medium and type of interaction, e.g., photo-absorption,
electron capture (i.e., recombination processes), or the scattering of electrons leaving
particle B in an ionized or excited state (i.e., electron impact ionization and excitation).
While the integrated (total) cross section is related to the total probability of an event,
the differential cross section dσ/dΩ, i.e., the cross section as a function of solid angle
Ω, singles out the probability that a scattering happens in which the scattering partner
is scattered into a direction Ω, e.g., a photon emitted by the decay of a state excited by
electron impact being emitted at a certain angle.

The simplest non-relativistic collision problem, involving the scattering of a spinless par-
ticle in a real potential V (r), can be solved (Bransden & Joachain, 2003, p. 575ff.) by
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solving the time-dependent Schrödinger equation

iħh
∂

∂ t
Ψ(r, t) = HΨ(r, t) =

�

−
ħh

2m
∇2 + V (r)

�

Ψ(r, t). (8.3)

If the particle beam is switched on longer than a beam particle takes to cross the interac-
tion region, the problem is reduced to a stationary one with Ψ(r, r) = ψ(r)exp (−iEt/ħh)
andψ(r) a solution of the time-independent Schrödinger equation Hψ(r) = Eψ(r), where
E is the kinetic energy of the particle. For a potential that goes to zero faster than 1/r, for
large r the scattering wave function has to solve the free-particle Schrödinger equation

�

E −
ħh

2m
∇2
�

ψ(r) = 0 (8.4)

such that
ψ(r) =

r→∞
ψinc(r) +ψsc(r) (8.5)

where ψinc describes the incident beams and ψsc the scattered particles (Bransden &
Joachain, 2003). Taking the monoenergetic particle beam as oriented along the z-axis,
the incident particles can be described by a plane wave

ψinc = A exp (ikz). (8.6)

Here, A is related to the number of particles per unit volume as |ψinc|2 = A2 and the
particles have velocity v = ħhk/m with magnitude k = |ki| = |kf| of the incident (i) and
scattered (f) wave vectors. At large r the scattered particles then are represented by an
outward flow in form of a spherical wave

ψsc = A f (k,θ ,φ)
exp (ikr)

r
. (8.7)

with an amplitude f (k,θ ,φ) that depends on the direction r and the energy E(k) (Brans-
den & Joachain, 2003). This amplitude is known as the scattering amplitude. Following
the definition of the differential cross section above, one can show

dσ
dΩ
= | f (k,θ ,φ)|2. (8.8)

Integration then leads to the total cross section

σtot =

∫

dσ
dΩ

dΩ=

∫ 2π

0

dφ

∫ π

0

dθ sinθ | f (k,θ ,φ)|2 (8.9)

by integrating over all scattering angles (Bransden & Joachain, 2003).

8.1.1 Electron Impact Excitation Cross Sections

Of interest for this chapter are scattering processes where the particle beam A is EBIT’s
electron beam passing through an ion cloud (particles B). The corresponding cross sec-
tions are the electron impact excitation cross sections. Electron impact excitation (EIE)
is in this chapter also referred to as direct excitation (DE).
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In order to calculate EIE cross sections, the scattering amplitude has to be calculated
for the wave functions including all bound and the free electron (Eq. 2.8) that solve the
Schrödinger/Dirac equation with free electron orbitals (Eq. 2.9). Different approaches to
find the solution are summarized in Section 2.2. Since the total wave function Ψ of the
system includes multiple single-particle wave functions for the (N + 1)-electron system,
the scattering amplitude assumes matrix form. Following the work of Rose (1961), Carse
& Walker (1973), and Walker (1974), Zhang et al. (1990) define a relativistic scattering
amplitude B

msi
msf

for transitions between magnetic sublevels as

B
msi
msf
=

2π
ki

∑

li,mli
, ji,mi

lf,mlf
, jf,mf

(i)li−lf+1 exp [i(δκi +δκf)]Y
mli
∗

li
(k̂i)Y

mlf
lf
(k̂f)× (8.10)

×C
�

li
1
2

mli msi
; jimi

�

C
�

lf
1
2

mlf msf
; jfmf

�

T (αi,αf).

Here, the scattering electron has initial spin msi
, wave number ki, and direction k̂i which

turn into final msi
, ki, and k̂i. The state of the target ion changes from βiJiMi to βfJfMf,

where J and M are the total angular momentum and its magnetic quantum number and
β stands for all remaining quantum numbers required to define the state of the ion. Y l

m
are spherical harmonics, C are Clebsch-Gordan coefficients, δκ are phase shifts, and T is
the T-matrix for α= kl jmβJ M . The κ are the relativistic quantum number defined as

κ= −l − 1 for j = l + 1/2 (8.11)

κ= l for j = l − 1/2. (8.12)

If the scattering electrons are unpolarized, one can average over the initial spins and
sum over final spins (Zhang et al., 1990). The differential EIE cross sections for exci-
tation from one magnetic sublevel βiJiMi to another βfJfMf are then obtained from the
squared magnitude of the scattering matrix elements B

msi
msf

and the total cross section by
integrating, giving

dσ

dk̂f

=
1
2

∑

msi
,msf

|B
msi
msf
|2 and σ(βiJiMi→ βfJfMf) =

1
2

∑

msi
,msf

∫

|B
msi
msf
|2 dk̂f, (8.13)

respectively. For randomly oriented targets, e.g., thermal ions, the population of the
initial magnetic sublevels is statistically distributed and one can average over the initial
magnetic sublevels

σ(βiJi→ βfJfMf) =
1

2Ji

∑

Mi

σ(βiJiMi→ βfJfMf). (8.14)

For the total EIE cross section into level βfJf sum over all final magnetic sublevels Mf

(Zhang et al., 1990).

It is customary (Kallman & Palmeri, 2007) to use the collision strength Ω (Hebb & Menzel,
1940, note that the collision strength Ω has nothing to do with the solid angle used earlier
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in this chapter) instead of the cross section σ as it is designed to be symmetric, i.e.,
Ωi j = Ω ji, through the inclusion of the statistical weight and dimensionless with

σi j =
πa2

0

gik
2
i

Ωi j (8.15)

where a0 is the Bohr radius, gi the statistical weight of the initial (lower) level, and

k2
i =

a2
0 p2

i

ħh2 = Ei[Ry]

�

1+
α2

4
Ei[Ry]

�

(8.16)

the square of the relativistic wave number ki as a function of the kinetic energy Ei of the
impact electron in units of Rydberg and α the fine structure constant (Zhang et al., 1990).
In astrophysical literature, where thermal plasmas are prevalent, often the Maxwellian
averaged effective collision strength Υi j can be found. According to (Burgess & Tully,
1992), it was first introduced by Seaton (1953) as

Υi j =

∫ ∞

o
Ωi j exp

�

−
E j

kT

�

d
� E j

kT

�

. (8.17)

Similarly, averaging the differential excitation cross section dσi j/dΩ over a single-electron
velocity distribution fe(ve) and integrating over the solid angle gives the rate coefficient
(Jacobs & Beiersdorfer, 2008, after Oxenius, 1986)

C(z, i, Ei → j) =
x

dvedΩ |ve| fe(ve)
dσ(z, i, Ei → j;ve,Ω)

dΩ
. (8.18)

Since such a convolution is not invertible, the effective collision strengths and rate coef-
ficients cannot directly be benchmarked by the measurements at individual impact elec-
tron energies as presented in this work. The quasi-Maxwellian sweep experiments at
EBIT (e.g., Savin et al., 1999, 2000; May et al., 2003; Wong et al., 2003; Savin et al.,
2008; Gu et al., 2012) can be compared directly to effective collision strengths and rate
coefficients as a function of electron temperature. However, the first step is to test the
more fundamental “raw” cross sections as a function of energy.

8.1.2 Radiative Recombination Cross Sections

In radiative recombination (RR) an electron from the incident beam is captured by one
of the target ions, releasing a photon with the excess energy. In other words, during the
collision with the ion, the electron looses so much energy that it remains in one of the
discrete bound states around the nucleus rather than being able to leave the ion again
(Kramers, 1923). While the incident electron can recombine into any empty level of the
target ion, recombination into those levels with the lowest principle quantum number n
has the largest cross sections (Kramers, 1923; Kim & Pratt, 1983), as shells with lower
n have the larger energy difference to the continuum and electrons in lower n shells are
bound to the nucleus more strongly. The energy of the emitted photon, Eγ = Ee + Ipot,
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Figure 3. (a) XIS spectrum in the 1.75–6.0 keV band. Black and red represent FI and BI, respectively. Individual components of the best-fit model for the FI data are
shown with solid colored lines: blue, green, and gray are the VAPEC, Gaussians (Si-Lyα, Si-Lyβ, S-Lyα, and Ar-Lyα), and CXB, respectively. The lower panel shows
the residual from the best-fit model. Two hump-like features are clearly found around the energies of ∼2.7 keV and ∼3.5 keV. (b) Same spectrum as (a), but for a fit
with RRC components of H-like Mg, Si, and S (magenta lines). The residuals seen in (a) are disappeared.

Table 1
Best-fit Spectral Parameters

Component Parameter Value

CIE (VAPEC) kTe (keV) 0.61 (0.59–0.64)
ZSi (solar) 0.82 (0.78–0.85)
ZS (solar) 1.7 (1.6–1.8)
ZAr (solar) 2.5 (2.2–2.8)

VEM (1012 cm−5)a 6.4 (6.3–6.6)

Additional components

E (keV)b Fluxc

Line Si Lyα 2.006 2.8 (2.7–2.9)
Si Lyβ 2.377 0.21 (0.14–0.29)
S Lyα 2.623 0.84 (0.79–0.90)
Ar Lyα 3.323 0.11 (0.085–0.14)

RRC H-like Mg 1.958 1.2 (1.0–1.5)
H-like Si 2.666 2.2 (2.0–2.3)
H-like S 3.482 0.46 (0.41–0.51)

Notes. The uncertainties in the parentheses are the 90% confidence range.
a Volume emission measure,

∫
nenpdV/(4πD2), where ne, np, V, and D are

the electron and proton densities (cm−3), the emitting volume (cm3), and the
distance to the source (cm), respectively.
b The fixed energy values of the line center or the K-edge.
c Total flux in the unit of 10−4 photon cm−2 s−1.

additional fluxes of the Lyman lines and the H-like RRC of
Si and S (and possibly Mg). This is the first detection of clear
RRC emissions in an SNR. In the following, we quantitatively
discuss the implications of our spectral results.

From the best-fit model in Table 1, the flux ratios of H-like
RRC to He-like Kα (Heα) line (FRRC/FHeα) are given to be
0.28 (0.24–0.30) and 0.18 (0.15–0.20) for Si and S, respectively.
These are compared, in Figure 4, with the modeled emissivity
ratios by the plasma radiation code of Masai (1994) for the
electron temperature of 0.6 keV. We find that the large observed
ratios of FRRC/FHeα are significantly above those in the CIE
case (kTz = kTe), but can be reproduced in the overionization
case (kTz > kTe). The ionization temperatures of Si and S are
determined to be ∼1.0 keV and ∼1.2 keV, respectively. This is,
therefore, the firm evidence of the overionized (recombining)
plasma.

The overionization claim for IC 443 was first argued by
Kawasaki et al. (2002). Using ASCA data, they derived kTz

Figure 4. Emissivity ratios of H-like RRC to He-like Kα lines as a function of
ionization temperature (kTz ), predicted by the plasma radiation code of Masai
(1994) for recombining plasma with electron temperature (kTe) of 0.6 keV.
Black and red solid lines represent Si and S, respectively. For comparison, the
same ratios for CIE (kTz = kTe) plasma (the APEC model: Smith et al. 2001)
are indicated by dashed lines. The horizontal dotted lines represent the 90%
upper and lower limits of the observed values.

to be ∼1.5 keV from the S Lyα/Heα flux ratio compared with
the predicted emissivity ratio in the CIE plasma code. Troja
et al. (2008) adopted the same analysis procedure to the XMM-
Newton spectrum, and claimed that kTz obtained from the line
flux ratio was nearly same as the bremsstrahlung temperature
(kTe). However, since the RRC process is accompanied with
electron captures to the excited levels, as given in Equation (3),
the resulting cascade decay to the ground state contributes the
line emission. In a CIE plasma, on the other hand, origins
of the line emissions are more dominated by the collisional
excitation. Therefore, a kTz determination done by comparing
with a CIE plasma code is not a proper method. Also, the
previous works assumed that the continuum spectrum purely
consists of bremsstrahlung emission, and determined kTe to be
∼1.0 keV. This value has been reduced owing to the discovery
of the strong RRC emissions.

It should be noted that the elemental abundances in Table 1
are determined as the parameters of the 0.6 keV VAPEC (CIE)
component, and hence should be modified in the real case of
the overionized plasma. The intensity of the Si-Heα line is
given as FHeα ∝ ε(Te) · fHe(Tz) · ZSi, where ε(Te) and fHe(Tz)
are, respectively, emissivity coefficient for electron temperature
Te and fraction of He-like ion for ionization temperature Tz.
The abundance, therefore, can be modified by the fraction ratio

Figure 8.2: Suzaku XIS (CCD) spectrum of the supernova remnant IC 443. The magenta lines
show the modeled radiative recombination continuum (RRC) for recombination into H-like
Mg, Si, and S. The RRC components are above the ionization potentials for the He-like ions
of 1.96 keV (Mg), 2.67 keV (Si) and 3.49 keV (S; Cowan, 1981). The sharp edges on the low-
energy side of the RRC here are washed out from the CCD resolution of the observed spectrum.
— From Yamaguchi et al. (2009, Fig. 3).

equals the kinetic energy Ee of the recombining electron plus the ionization potential
(binding energy) Ipot of the recombined electron. Because of the Eγ’s dependence on the
kinetic energy of the incoming electron, in a thermal plasma the RR features build a ra-
diative recombination continuum (RRC) with sharp edges at the binding energy of the
recombining level (Fig. 8.2). With a mono-energetic electron beam or a very narrow en-
ergy distribution, RR forms distinct, resolved features. At EBIT these are well described
with a Gaussian line shape for RR into individual fine-structure levels. When recombina-
tion is into a single level or clearly spread levels, the shape of the RR feature represents
the energy distribution of beam electrons. Since the binding energies of neighboring
orbitals within an n shell are closely spaced, typically with energy differences smaller
than the energy spread of the beam electrons, the Gaussian lines within a charge state
and principle quantum number n add to a RR complex with distinct and electron energy
dependent line shape (Fig. 8.3 and Section 8.5.2).

RR cross sections are typically calculated from the cross sections of the inverse pro-
cess, photoionization (PI), via detailed balance or the Milne (1924) relation. Since
no electron-electron correlations are involved, radiative recombination is the simplest
atomic-scattering process and can be calculated very accurately (Chantrenne et al., 1992;
Chen & Beiersdorfer, 2008). Photoionization is essentially an extension of photoexcita-
tion into the regime where the absorbed photon energy is greater than the ionization
potential such that a bound electron makes a transition into a continuum state rather
than an excited bound state (Cowan, 1981; Bransden & Joachain, 2003).
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8.2 Measurement Approach

The Milne relation is derived from detailed balance. The principle of detailed balance was
formulated by Boltzmann (1872) and states that in equilibrium the transition probability
from state a to state b is the same as the reverse probability from state b to state a for
any given two states a and b (Bransden & Joachain, 2003). The Milne relation, thus, is

gfp
2
γσPI = gip

2
eσRR (8.19)

where gi is the statistical weight of the recombining ion (for RR the initial ion), gf the
statistical weight of the recombined ion (for RR the final ion), pγ = hf /c the momentum
of the photon with frequency f and energy Eγ = hf , and pe the momentum of the re-
combining (RR) or photo-electron (PI). The exact form of the Milne relation (Eq. 8.19)
then depends on the choice of electron momentum. Possible choices include the simple
non-relativistic momentum p2

e = 2meEe as used by Pradhan & Nahar (2011), which is
equivalent to p2

e = (4/α
2c2)Ee with Ee in units of Rydberg1 (Cowan, 1981), or the rela-

tivistic momentum from Eq. 8.16.

Dielectronic recombination (DR) is the resonant version of RR, where the emitted photon
energy is directly absorbed to excite another bound electron. If the calculation of pho-
toionization includes resonances, the recombination cross section obtained through the
Milne relation therefore constitutes the combined cross sections for RR and DR (Pradhan
& Nahar, 2011). To calculate the RR cross section separately, the “background” pho-
toionization is needed, i.e., excluding resonances. These can be calculated, for example,
with the central-field approximation. It should be noted that these background cross sec-
tions also neglect resonant enhancement that can cause underestimation of the total rate
(Pradhan & Nahar, 2011).

Similar to the EIE cross sections, RR cross sections are often averaged over an electron
energy distribution, fe(ve), typically a Maxwellian distribution for thermal electrons, to
give the rate coefficient for radiative recombination

αRR = 〈σRRv〉=
∫

dve |ve| fe(ve)σRR. (8.20)

8.2 Measurement Approach

EBIT is well suited to fundamentally study collisional excitation cross sections. Due
to EBIT’s nearly mono-energetic beam, the excitation cross sections can be measured
directly as a function of electron impact energy rather than measuring effective cross
sections folded with a complex electron energy distribution as, e.g., in devices creating

1 To convert between the momentum with electron energy in Ry, eV, or J, do

p2
e =

4Ee[Ry]
α2c2

=
4Ee[eV] · 1 Ry

α2c2
= Ee[eV]

4
c2

�

4πε0ħhc
e2

�2 mee4

8ε2
0h2
= Ee[eV] · 2mee2 = Ee[J] · 2me = p2

e

where the Rydberg depends on the Rydberg constant R∞ as 1 Ry= hcR∞ = (mee4)/(8ε2
0h2)≈ 13.6 eV and

the fine structure constant is defined as α = e2/(4πε2
0 ħhc) = ħh/(meca0) with the vacuum permittivity or

electric constant ε0. Similarly, Ee[Ry] = Ee[eV] ·ħh2/(2mea2
0).
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8 Effective Emission Cross Sections

thermal plasmas. Since EBIT operates in the coronal limit, where the radiative decay
is much faster than the collisional excitation rates, overall the observed photon emis-
sion rate equals the excitation rate (Vogel, 1992). This is true for excited levels with a
branching ratio βi j ≈ 1, i.e., that have only one main decay channel, as, for example, the
resonance line w in He-like ions. If the excited level can decay through multiple chan-
nels, including both autoionization channels and radiative decay to various lower levels,
the measured flux has to be corrected for the branching ratio for the observed transition.
Additionally, at EBIT, as mentioned before, due to the directional beam the radiation is
polarized such that for dipole transitions the emission is boosted perpendicular to the
electron beam. This effect has to be corrected for when deriving the total cross sections
from the measurements.

Since in EBIT’s coronal plasma the trapped ions are in the ground state, the excited level
is generally populated directly only from a single lower level and branching ratios of ex-
citation are of no concern. However, in some ions the levels of the ground configuration
are closely spaced in energy such that a small percentage of the ground state population
is distributed to these levels (Decaux et al., 2003), which opens additional channels for
excitation to the upper level of an observed transition. It is also in principle possible for
other excitation mechanisms to contribute to the level population of the excited level in
question. For example, inner-shell ionization is the main population channel for the up-
per level of the forbidden line z in He-like ions and can have significant impact in lower
charge states like L-shell ions (Jacobs et al., 1997; Decaux et al., 1997; Decaux et al.,
2003). Cascades from higher levels can also add to the upper level population of an ob-
served transition. Dielectronic recombination creates doubly excited configurations, but
since dielectronic recombination is a resonant process, it is negligible for electron beam
energies outside of these resonances. If the contributions of these different excitation
mechanisms cannot be disentangled or if the line blends cannot be resolved, the EBIT
measurements for these lines results “only” in effective emission cross sections rather
than the more fundamental electron impact excitation cross sections. If the measured DE
cross sections include cascade contributions from higher levels, they are often referred
to as effective DE cross sections (Chen & Beiersdorfer, 2008; Chen et al., 2002; Wong
et al., 1995). In these cases, the agreement between measurement and theory depends
on a more complex plasma model including cross sections and decay rates for multiple
transitions rather than benchmarking the fundamental excitation cross section of just a
single transition.

The observed flux from EBIT, at 90◦ to the beam axis, for a transition from upper level j
to lower level i is

Cobs
ji = η(λ ji) · IEIE

ji (8.21)

where IEIE
ji is the emitted flux and η(λ ji) represents the wavelength dependent spectro-

meter response, including collection area (solid angle) and quantum efficiency of the
detector, filter transmission, and, for crystal spectrometers, the crystal reflectivity includ-
ing corrections for the line polarization.

The flux emitted by EBIT at 90◦ to the beam following electron impact excitation from
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8.2 Measurement Approach

lower level i to upper level j is then (Brown, 2000; Gu, 2000; Chen & Beiersdorfer, 2008)

IEIE
ji =

1
4π
· Pi j · β ji · 〈veσi j〉 ·

∫

nenq d3r. (8.22)

Here, β ji is the branching ratio for upper level j to radiatively decay into level i. Pi j is
the polarization of the transition due to excitation with directional electrons. The total
electron impact excitation σi j is averaged over the electron velocity ve, since the electron
beam is not truly monoenergetic but has a small spread of approximately 50 eV FWHM.
The density integral depends on the electron density ne, the beam-ion overlap, and the
charge balance (Gu, 2000). The beam-ion overlap, in turn, depends on the electrostatic
and magnetic potentials that define the beam radius and the ion trap, but also on the
charge q and charge-to-mass ratio q/m of the ions that determine together with the trap
potential how well the ions are confined in the trap (Vogel, 1992).

To measure absolute excitation cross sections to a high degree of accuracy – better than
10-15% (Chapter 1) –, the beam-ion overlap would have to be known to an accuracy
that cannot easily be attained. This overlap is independent of transitions such that it
cancels in flux ratios of two transitions within the same ionic species. Therefore, relative
excitation cross sections of two transitions can easily be determined. If the cross section
for at least one transition in each ion is known very well, the flux of all other measured
transitions in the same ion can be normalized relative to the flux of this reference line,
bringing their emission cross sections to an absolute scale. Photon emission from radia-
tive recombination are a suitable choice for such reference lines. Their cross sections can
be calculated much more accurately than those for direct excitation (Section 8.3.4), since
only one electron and a photon have to be taken into account. Cross sections normalized
to these RR features are therefore absolute cross sections (Chen & Beiersdorfer, 2008),
given that RR cross sections are the most accurate reference available.

Normalizing to RR lines imposes constraints onto the instrumental requirements for the
measurement of absolute electron impact excitation cross sections (Chen & Beiersdorfer,
2008). The ionization potentials for L-shell ions of Fe range from 1.2 keV to 2.0 keV and
it takes 8.8 keV and 9.3 keV to create H-like and bare Fe, respectively (Cowan, 1981).
Since ERR

γ = Ekin + Ipot and it takes Ekin > 6keV to be able to excite K-shell transitions
in Fe ions, the employed spectrometers need to cover a broad range of photon energies.
Additionally, the ionization potentials for neighboring charge states of L-shell Fe ions are
about 0.1 keV apart (Fig. 8.3), with fine structure closing the gap further. Therefore,
high spectral resolution is required at high photon energies in order to resolve the RR
into the n = 2 shell for L-shell Fe ions. The spectral resolving power in the spectral
region of the DE lines needs to be sufficient to resolve line blends as well. To avoid
that the uncertainty of the measured cross sections is dominated by counting statistics,
sufficiently large instrumental throughput is required for both sets of lines, DE and RR.
Since σRR � σDE (Fig. 8.4), a large effective area is especially important for the RR
features, i.e., at high photon energies.

A convenient feature, but not a requirement, would be to combine the above require-
ments in a single spectrometer such that the solid angle, which depends on detector size
and distance to the source, cancels in the line ratios and can be neglected. Such an
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Figure 8.3: Model spectrum of the fine-structure resolved radiative recombination into the n= 2
shell for an electron beam energy of Ebeam = 8keV and a FWHM of 50 eV. The calculation uses
the RR cross sections from Chen et al. (2005) and assumes a total of 500 counts for each charge
state.

approach has been demonstrated with the XRS microcalorimeter on L-shell transitions
of L-shell Fe ions at low electron energies (Chen et al., 2005). In previous experiments
for K-shell transitions in Fe group elements, the direct excitation of He- and Li-like ions
has been measured with a crystal spectrometer, while the radiative recombination was
observed with a solid-state Ge detector by Wong et al. (1995), who therefore estimate
the ionization balance from the resonance line of each charge state. The ECS fulfills al-
most all instrumental requirements as stated above. The high-energy pixel array covers
a smaller solid angle than the Ge detector, but is capable to resolve the RR features. The
low-energy pixel array has lower spectral resolution than an adequate crystal spectrome-
ter, but is still sufficient to resolve the strong K-shell transitions in highly charged Fe ions
and has a much larger effective area than the crystal spectrometer. While the low- and
high-energy pixels are not exactly a single detector covering the full required bandwidth,
they are housed in the same instrument, greatly simplifying their geometry compared to
normalizing between a crystal and a Ge detector. The ECS is, therefore, currently the
best instrument available at EBIT to do these measurements.

For the ECS, the detector response η(λ ji) = Q(λ ji) · T(λ ji) · A in Eq. 8.21 only depends
on the quantum efficiency, the transmission of the optical blocking filters, and the solid
angle. Combining Eq. 8.21 with the formula for the emitted flux (Eq. 8.22), taking the
ratio of the direct excitation line flux IDE to the radiative recombination flux IRR, and
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Figure 8.4: Broadband spectrum of Fe measured with the high-energy pixels of the ECS. Line
emission below ∼ 9.3 keV is due to direct excitation of Fe ions. The weak features are from
radiative recombination into the n = 3 (13 keV), n = 2 (14.2 keV) and n = 1 shell (into H-like
Fe at 21 keV, and into bare at 21.5 keV). The contribution from bare through F-like Fe ions to
the n = 2 feature is resolved (Section 8.4). The vertical dashed line marks the beam energy of
12.1 keV, beyond which no direct excitation or bremsstrahlung continuum can occur (the edge
is washed out because of the tails of the narrow Gaussian beam energy distribution).

solving for the excitation cross section gives

σDE = 4π
1

PDE

1
βDE
·σ90

DE = 4π
1

PDE

1
βDE

CDE

QDETDE

QRRTRR

CRR

ARR

ADE
·σ90

RR (8.23)

where PDE is the polarization of the emission line, σ90
DE and σ90

RR = PRRσRR/(4π) the differ-
ential collisional excitation and radiative recombination cross sections at 90◦ to the beam
direction (including polarization effects), CX is the number of collected photons of the
respective DE or RR feature from the ECS measurement, QX is the quantum efficiency of
the detector at the DE and RR line photon energies, TX is the transmission of the optical
blocking filters at the respective photon energies, and AX are the solid angles subtended
by the detectors observing the DE and RR photons. For the optical blocking filters and
quantum efficiency of the ECS see Sections 4.4.1 and 4.4.2, for the expected ratio of solid
angles see Section 4.4.3.

This measurement technique in general has been introduced successfully by Marrs et al.
(1988) and employed by, e.g., Wong et al. (1995) using crystal spectrometers in combi-
nation with solid state detectors. The XRS / ECS approach has been used for Ne-like Fe
before with beam energies far below 6 keV, using only the low-energy pixels (e.g. Chen
et al., 2005; Brown et al., 2006).

8.3 Available Calculations

To determine the absolute cross sections from the measured line fluxes, reference values
are needed for radiative recombination cross sections including polarization, for the de-
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8 Effective Emission Cross Sections

gree of polarization for direct excitation, and for branching ratios. Since the scope of the
experiment is to benchmark available calculations for excitation cross sections, references
for these are needed as well. This section summarizes the data available in the literature.
The list may not be exhaustive.

8.3.1 Collisional Excitation Cross Sections

Electron impact excitation cross sections in the literature are often convolved into effec-
tive collision strengths Υi j or rate coefficients, especially if they were provided for the
astrophysics community where thermal electron energy distributions are the most com-
mon electron distributions. In this work, the cross sections are only measured at a few
distinct electron energies. A few energy points are not sufficient to convolve the mea-
sured cross sections with a Maxwellian energy distribution to directly compare them to
the effective collision strengths. Unfortunately, in many cases because of storage space
limitations the underlying cross section calculations are not retained after the collision
strengths have been published (A. Foster, priv. comm.).

Table 8.1 lists references providing electron impact excitation calculations for K-shell tran-
sitions in Fe ions, including the available transitions, the electron energy or temperature
range of the calculations, and a short description of the used calculation method. The list
is dominated by references for He- and H-like Fe and a few Li-like ions. Similar to tran-
sition energies of K-shell transitions in L-shell ions (Section 1.4.1), other atomic data for
inner-shell excitation are scarce as well. For this reason AtomDB v.3 filled in the missing
atomic data for these transitions with their own FAC calculations where necessary (Foster
et al., 2016). They compare their calculations for L-shell Fe ions to the only other relevant
calculation they could find, i.e., Bautista et al. (2004) using AUTOSTRUCTURE. Generally,
the FAC calculations by Foster et al. (2016) agree within 20% with the Bautista et al.
(2004) results, some of the data even have an agreement of better than 10%. The largest
differences are for C-like Fe XXI, which consistently shows lower values in FAC than in
Bautista et al. (2004), and B-like Fe XXII, which is consistently larger in FAC. For He-like
Fe, AtomDB uses calculations from Whiteford using the ICFT code.

The CHIANTI atomic database uses the calculations from Ballance et al. (2002) for H-
like Fe and Whiteford et al. (2001) for He-like Fe. Note that the energy levels listed
by Whiteford et al. (2001) differ by several eV compared to generally accepted values.
CHIANTI lists Whiteford et al. (2001) also as a reference for Li-like Fe, but the paper
itself does not include Li-like. For K-shell transitions in F- through Be-like Fe, CHIANTI
refers to Bautista et al. (2004). Starting at Ne-like Fe, CHIANTI does not include K-shell
holes in their database.

8.3.2 Polarization

The polarization can be calculated from the level populations of the magnetic sublevels,
which are proportional to the excitation cross sections of these levels, using the formulae
discussed in Section 2.5. See Table 8.1 for calculations that include the cross sections
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8 Effective Emission Cross Sections

to the magnetic sublevels. In order to take depolarizing effects such as transverse beam
energy and radiative cascades into account, a collisional radiative model for the sublevel
has to be invoked, e.g., the polarization module provided by FAC.

Measurements by Henderson et al. (1990), Beiersdorfer et al. (1996b), Beiersdorfer et al.
(1997b), and Beiersdorfer et al. (1999a) verified the DW calculations for He-like and
Li-like Fe from Inal & Dubau (1987) and Zhang et al. (1990). The measurements by
Beiersdorfer et al. (1996b), however, show significant disagreement with the Coulomb-
Born approximation without exchange by Shlyaptseva et al. (1981) and Vinogradov et al.
(1992). Measurements for H-like Ar, Ti, and Fe Lyα1 (Nakamura et al., 2001; Robbins
et al., 2006) disagreed with DW calculations. Bostock et al. (2009) find that the Breit
interaction is important for mid-Z elements, while Møller interaction becomes relevant
for high-Z elements such as uranium. The Breit interaction affects the m j = 1/2 magnetic
sublevel more than the m j = 3/2 sublevel, but since the effect has opposite signs the
effect of Breit interaction on the total cross section is small (Bostock et al., 2009).

Itikawa et al. (1991) suggested based on calculations for H- and He-like low-Z ions
(Z ≤ 8) and in the high-Z limit (Z =∞) that the polarization is almost independent of
Z if the electron impact energy is expressed in threshold units. Reed & Chen (1993) con-
firmed this result for the non-relativistic limit, but found Z dependence in fully relativistic
polarization calculations. The Z dependence and the difference between relativistic and
non-relativistic results are small for ions up to the Fe group elements and impact energies
below about three times threshold. Bostock et al. (2009) also find only minor variations
(using threshold units) in the polarization for H-like ions in this Z range. In lieu of other
sources, scaling the polarization between Fe group elements (Reed & Chen, 1993, calcu-
lated Ti) for He- and H-like ions (lines w, x, and Lyα) introduces only small uncertainties.
Line y has a strong Z-dependence, as confirmed by measurements (Beiersdorfer et al.,
1999a), because relativity mixes the triplet and singlet levels. The polarization of line z
has a weaker Z-dependence due to changes in the radiative branching ratio (Beiersdorfer
et al., 1999a), but is strongly affected by cascades (Beiersdorfer et al., 1996b).

Zhang et al. (1990) and Inal & Dubau (1987) provide magnetic sublevel calculations for
some Kα transitions in He- and Li-like Fe. Smith et al. (2000) quote the polarization
for He-like Fe Kβ1 and Kβ2 at two electron energies (∼ 8.0 and ∼ 9.9 keV). Inal & Dubau
(1993) provide the polarization for lines w, x, and y with and without cascades and for the
He-like Kβ transitions in the energy range of 500–2000 Ry (6.8–27 keV). The polarization
for H-like Fe Lyα1 can be taken from Bostock et al. (2009). Lyα2 is unpolarized. For
all other transitions, calculations with FAC’s polarization module are taken, taking into
account cascades and autoionization.

Polarization calculations in general are accurate to within 20%, which affects the ac-
curacy of EIE cross section measurements by only a few percent (Chen & Beiersdorfer,
2008). Chen et al. (2015) compare polarization calculations for He-like Fe lines w and
y at 6.8 and 8.0 keV beam energy to available EBIT measurements by Beiersdorfer et al.
(1996b) and are consistent within the measurement uncertainties. The depolarizing ef-
fect of the transverse beam energy (E⊥ = 100–250 eV Savin et al., 1998; Beiersdorfer
et al., 1999a; Gu et al., 1999b; Beiersdorfer & Slater, 2001; Chen & Beiersdorfer, 2008)
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8.3 Available Calculations

was taken into account for EIE cross section measurements after 1999 (Chen & Beiers-
dorfer, 2008). The effect of polarization is estimated (Chen, 2002) to have an effect of
up to 60% on cross sections infered from measurements, if not taken into account (Chen
& Beiersdorfer, 2008). Chen et al. (2005) use polarization calculations from FAC, which
they claim to be in very good agreement with calculations using the code of Zhang et al.
(1990).

8.3.3 Branching Ratios

Excited levels can have multiple (spontaneous) decay paths to different levels, including
autoionizing channels2 that do not emit a photon. In order to derive the level population
of the excited level, the observed photon flux of a transition has to be normalized to its
branching ratio3, i.e., the probability Ar

ji of the excited level to radiatively decay through
this observed path

β ji =
Ar

ji
∑

k Ar
jk +

∑

l Aa
jl

(8.24)

where the sums are over the spontaneous radiative decay rates (Einstein A coefficient) Ar
jk

from upper level j to any level k and the autoionization rates Aa
jl from level j to levels l.

This assumes the plasma to be in the coronal density limit, where only spontaneous decay
channels exist. For some resonance transitions such as, e.g., He-like line w or H-like Lyα,
the branching ratio is essentially unity. For others it has to be computed from Eq. 8.24.

Lists of radiative decay rates (Einstein A-values) and Auger rates are found easily in the
literature, e.g., Palmeri et al. (2003a) for Kα transitions in Fe XVIII–Fe XXV. These can
be used to calculate the branching ratios from Eq. 8.24 by hand. Readily computed
branching ratios are less commonly available. Branching ratios for He-like Fe Kβ1 and
Kβ2 are quoted in Smith et al. (2000). Wong (1992) derived their branching ratios for
He-like Fe from the radiative rates provided by Lin et al. (1977) and for Li- and Be-like Fe
by Chen (1985). Smith et al. (1993) list branching ratios for Kβ satellite transitions in Li-
and Be-like Fe. Chen & Crasemann (1988) calculated branching ratios for Kα transitions
in select B-like ions with Z = 6–54 using MCDF calculations including Breit interaction
and QED corrections. Chen et al. (1997) did the same for select C-like ions.

The collisional radiative model of FAC lists the radiative decay rate of transitions and
the total decay rate of their upper levels along with the calculated luminosity of the line.
Since the listed total decay rate includes both radiative and Auger contributions, its value
can be taken as the denominator of Eq. 8.24. The ratio of these two decay rates therefore
gives the branching ratio. For example, for the 1s1/23p3/2

111 → 1s2 100 (Kβ1) transition,
FAC gets a branching ratio of 0.937 compared to the 0.934 ratio from MCDF theory used

2Autoionization is mostly relevant for doubly-excited states.
3Some authors, e.g., Chen & Crasemann (1988) call this ratio “line fluorescence yield”, for other authors,

e.g., Kallman et al. (2004), the fluorescence yield is the net radiative rate out of the upper level divided by
the net rate into the level. While the former definition of the branching ratio gives a constant in coronal
plasmas, i.e., where no induced decay occurs, the latter definition of the fluorescence yield depends on
the plasma conditions, specifically the processes populating the upper level.
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8 Effective Emission Cross Sections

by Smith et al. (2000) and for the 1s1/23p1/2
311 → 1s2 100 (Kβ2) transition, FAC gets a

branching ratio of 0.574 compared to the 0.595 ratio used by Smith et al. (2000).

Smith et al. (2000) show that HULLAC consistently produces a smaller radiative branch-
ing ratio for the He-like Kβ2 line than the MCDF calculations, with the discrepancy being
much larger at small Z (Z ∼ 12: 1.4% vs. 4%) than for mid-Z (Z ∼ 26). More elaborate
relativistic configuration-interaction (RCI) calculations such as Chen & Cheng (1997) fall
between the HULLAC and MCDF calculations and are deemed to be accurate on the 1%
level (Smith et al., 2000). According to Chen & Cheng (1997), transition rates for strong
lines are accurate to within 10%, while weaker lines can be off by up to a factor of 2. Sim-
ilarly, for values > 1013 s−1, Palmeri et al. (2003a) find their A-values and partial Auger
rates to be accurate to the 20% level.

8.3.4 Radiative Recombination Cross Sections

Radiative recombination cross sections are arguably the most important theoretical ingre-
dient to inferring the EIE cross sections from the measurements, as the RR cross sections
are used to bring the measurements to an absolute scale. Photoionization measurements
compared to theory indicate uncertainties on the 3–5% level (Saloman et al., 1988), as
quoted by many previous EIE cross section experiments (e.g., Chantrenne et al., 1992; Gu
et al., 1999a; Widmann et al., 2000; Chen et al., 2002, 2005, 2006; Brown et al., 2006).
While these photoionization measurements have been conducted on neutral atoms, mea-
surements of radiative recombination for highly charged heavy ions by Stöhlker et al.
(1997) and Stöhlker et al. (1999) also agree with theory to better than 5% (Widmann
et al., 2000).

Similar to EIE cross sections, literature often provides radiative recombination cross sec-
tions only as a function of temperature, after convolution with a Maxwellian energy dis-
tribution, rather than more fundamentally as a function of energy (e.g., Badnell, 2006).
Photoionization cross sections are typically listed as a function of the absorbed photon en-
ergy. The continuum spectra of the nearby celestial sources providing the photons for the
ionization vary so much between sources that an effective photoionization cross section
convolved with a photon distribution is not practical. Since the RR cross sections are con-
nected to the photoionization cross sections through the Milne relation (Eq. 8.19), pho-
toionization cross sections can be an alternative source for the needed reference values.
The Opacity Project and the related IRON Project provide photoionization cross sections
for many of the ions relevant to our EBIT measurements. Verner et al. (1996a) pro-
vide analytic fits to these calculations, interpolating and smoothing over resonances near
ionization thresholds. Unfortunately, these calculations exclude any fine structure from
their tables. The XSTAR code subsequently circumvents this issue by splitting cross sec-
tions into fine structure according to the statistical weight of the energy levels (Bautista
& Kallman, 2001). This approach is not suitable as a reference for the EIE cross section
measurements.

For the experiment at EBIT, in addition to the fine-structure resolved RR cross sections as
a function of electron energy, it is important to know the polarization effects on the RR
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emission. These data are even harder to find in the available literature. Scofield (1989)
calculate the angular and polarization correlations for radiative recombination for He-like
Ni and Ne-like Ba. While Scofield (1989) provides the theoretical framework to calculate
these corrections, there are no accessible databases containing these calculations.

An exception is Chen et al. (2005), who included a table with parameterized RR cross
sections for recombination into the n = 2 shell of He- through O-like Fe ions (calcula-
tions by Scofield). Their listed RR cross sections include the polarization correction for
radiation observed perpendicular to the beam axis, but are not divided by 4π. The RR
cross sections provided by Chen et al. (2005) are only valid in the impact-electron energy
range 0.5–10 keV, which is lower than most electron energies chosen for the EIE cross sec-
tion measurements presented in this chapter. Therefore, these reference values are used
to benchmark new FAC calculations aimed at providing the needed reference differential
RR cross sections perpendicular to the electron beam.

FAC4 calculates the total RR cross sections for each configuration, but also provides a
function to calculate the asymmetry of the RR emission based on Scofield (1989). The
theory by Scofield (1989) only provides corrections for individual target orbitals, not fine
structure levels. The reason is that anisotropy only depends on the orbital the continuum
electron recombines into, regardless of the final fine structure level (configuration) of the
recombined ion. For example, the anisotropy corrections for an electron recombining into
the 2s1/2 orbital of a H-like ion in the ground state is the same whether the newly created
He-like ion has the configuration 1s1/22s1/2

1S0 or 1s1/22s1/2
3S1. Applying this correction

to the RR cross section is only straight forward if it is obvious into which subshell the
electron recombined. Configurations where this is not obvious are usually doubly excited,
i.e., in addition to the recombining electron another electron in the recombining ion
moved during the process. These recombination channels exist only through level mixing
and have cross sections so small that they are negligible compared to the main channels.

While FAC can calculate RR for any multipole, electric dipole (E1) transitions have by
far the strongest contribution to the RR cross sections (Scofield, 1989). Other multipole
types are therefore ignored in this calculation. Since the RR is an electric dipole transi-
tion, the degree of polarization P converts to the same correction factor as for a directly
excitated E1 transition. The differential RR cross section then is

σ90
RR =

1
4π

3
3− P

σRR. (8.25)

If instead of the degree of polarization, only the ratio p = σ⊥/σ‖ of cross sections perpen-
dicular and parallel are given, as, e.g., the FAC asymmetry function provides, then the
degree of polarization (using Eq. 5.44) is

P =
1− p
1+ p

, resulting in σ90
RR =

1
4π

3(1+ p)
2+ 4p

σRR. (8.26)

4Note that fac.RRTable produces RR cross sections whose magnitude matches cross sections by Scofield
within the uncertainties, but the corresponding PI cross sections in the same fac.RRTable are smaller
than Scofield’s numbers by a factor gf (statistical weight of the recombined ion). Similarly, the PI cross
sections produced by the fac.Asymmetry function match the values from fac.RRTable, but the RR
cross sections from fac.Asymmetry are smaller by a factor gf than both the values from fac.RRTable
and Scofield. The reason is that fac.Asymmetry is only for individual orbitals (M. F. Gu, priv. comm).
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Figure 8.5: Comparison of differential RR cross sections 4πσ90
RR calculated with FAC (solid) and

calculated by Scofield (dashed; Chen et al., 2005) for RR into the n = 2 shell of He-, Li-, Be-,
and B-like Fe. Level notation is from Chen et al. (2005). The lower panels show the ratio of
the FAC to the Scofield cross sections.
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8 Effective Emission Cross Sections

The trend of RR cross sections as a function of energy and including polarization correc-
tions for emission at 90◦ to the beam used by Chen et al. (2005) have been fitted with
the formula

σ = a
�

1
E

�0

+ b
�

1
E

�1

+ c
�

1
E

�2

+ d
�

1
E

�3

+ e
�

1
E

�4

+ f
�

1
E

�5

(8.27)

where a through f are the fit parameters and E the electron impact energy in keV. The
same formula is used to fit the RR cross sections calculated with FAC on a 50 eV grid to
provide a continuous function that is suitable for the spectral model for the measured RR
features (Section 8.5.2).

Figure 8.5 (upper left) shows a comparison between the differential RR cross section
(multiplied by 4π) of Scofield (Chen et al., 2005) and of the new FAC calculation for He-
like Fe recombining into Li-like Fe. Overall, the agreement between the two theories is
acceptable and within the 3% expected uncertainty. Above 8 keV FAC and Scofield deviate
by up to 10%. Without the individual RR and anisotropy components and original data
from Scofield the cause for this deviation cannot well be investigated. Reasons for the
deviation could be, e.g., edge effects from the parameterized model fit to the Scofield
data; uncertainties in the polarization correction; atomic physics in the high energy limit;
and others. Figure 8.5 (upper right) shows the comparison of the two theories for Li-
like recombining into Be-like Fe. It shows a ∼ 50% difference for the weak RR cross
sections of the more highly excited levels, which could indicate effects of the central
potential (M. F. Gu, priv. comm.). Because of their relative weakness, the uncertainty
in these two features makes only ∼ 2% of the total cross section of RR into n = 2. The
other levels again agree within about 5% below 8 keV. Figures 8.5 (bottom) and 8.6
show the comparison for the remaining L-shell ions of Fe, which confirm the somewhat
large discrepancy for weak RR features. Based on this comparison, a 5% uncertainty is
assumed for the total differential RR cross sections for any n shell.

8.4 Overview of the Data

Spectra for the EIE cross section measurements have been collected at various EBIT con-
ditions, varying the beam energy and current, and the charge balance of the trapped ions.
This section gives a quick overview of the available data, how the spectral shape changes
depending on EBIT conditions, and the employed calibration lines for the ECS spectra.

8.4.1 Calibration

For this experiment, the ECS was operated at 60 mK detector temperature. New optimal
filtering templates were created for each pixel at the beginning of the experiment. The
energy scale of the low energy pixels was calibrated in the region 3.2–8.1 keV, using the
Rydberg series of Ar, Mn, Fe, and Ni as reference lines, specifically, He–like Ar Kα–Kδ,
H-like Ar Lyα–Lyγ, line w of He-like Mn, Fe, and Ni, and Lyα1 and Lyα2 of H-like Mn,
Fe, and Ni. The energy scale of the high-energy pixels was calibrated using line w of
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He-like Mn, Fe, and Ni, Lyα of H-like Mn, Fe, and Ni, He-like Kr line w, and L-shell
transitions in neutral Pu, namely L` (L3M1), Lα2 (L3M4), Lα1 (L3M5), Lβ2 (L3N5), Lβ1

(L2M4), Lγ1 (L2N4), and Lγ6 (L2O4). Additionally, n = 3→ 2 transitions in Ne-like osmium
(Z = 76) were measured to ensure the alignment in the gap between the Ni and Kr lines.
The Os lines (9–11 keV), Kr (13 keV), and Pu L (12–22 keV) calibrate the spectral range
containing the RR emission for the various employed beam energies. While Ar, Mn, Fe, Ni,
Os, and Kr lines were produced with EBIT, the Pu L lines stem from radioactive decay of
a sealed 244Cm source. In order to illuminate the ECS pixel array with the 244Cm source
without breaking the vacuum to EBIT, the source was installed behind a quartz window
on the EBIT port opposite the port for the ECS, i.e., the radiation passed through EBIT
(while EBIT was off) before detection with the ECS. The somewhat large source distance
has the additional advantage to keep the count rate low enough to operate in the regime
of incident power below ∼ 9 keV/s/pixel where the detector gain is not affected from the
heat load despite the high photon energies.

Transition energies for the He-like Kα lines are taken from Drake (1988). Ar Kβ–Kδ are
from Vainshtein & Safronova (1985) and corrected for the ground state of Drake (1988)
according to Beiersdorfer et al. (1989). The H-like Ar Rydberg series is taken from Garcia
& Mack (1965). The H-like Lyα reference for Mn, Fe, and Ni is from Johnson & Soff
(1985). Values for Pu L are from Bearden (1967), and Indelicato et al. (1998). The only
available reference energies for Ne-like Os are from a table for n = 3→ 2 transitions in
Ne-like ions provided by Scofield (priv. comm.).

Both sets of pixels were each calibrated by first aligning all pixels of the respective set to
the same arbitrary scale, i.e., the scales of pixels 0 and 8 for low-energy and high-energy,
respectively) by shifting and stretching with a linear function, resulting in an individual
alignment polynomial for each pixel. Then the aligned pixels are added up and a single
4th order gain polynomial is determined for the reference pixel scale. Thus, applying
the final calibration to the data of any given day is a two step process: apply the linear
alignment polynomial to the pulse height in pixel units, then apply the 4th order gain
polynomial to the result.

For a discussion of the long-term stability of the ECS gain see Section 4.5.1 – in short,
the stability is very good. Nevertheless, it is good to monitor and correct for minor gain
shifts. The Fe K spectra in both the low- and high-energy pixels are “self-calibrating”, i.e.,
their count rate is strong enough to allow one to use these lines for ensuring that there
is no differential drift between the pixels or absolute drift in the energy scale. The data
rate for the RR features, on the other hand, is too low for this purpose. Additionally,
their X-ray energy, specifically the contribution of the electron beam energy, is one of the
parameters that need to be measured and, therefore, cannot serve as reference for energy
calibration. To monitor possible drifts in the 12–21 keV energy range that hosts the RR
lines, the 244Cm source was installed in front of the ECS over night every night the EBIT
was not running for EIE cross section measurements during the campaign.
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8 Effective Emission Cross Sections

Table 8.2: Overview of EBIT conditions

DT Ibeam tcycle pinj c.b. texp Ebeam FWHM ∆E
[kV] [mA] [ms] [10−9 Torr] [h] [keV] [eV] [eV]

11.0 190 15 000 1.9 hc 23.5 10.952± 0.006 88+11
−9 82

11.0 190 86 7.1 mc 27.3 10.961± 0.012 103+20
−12 98

11.0 190 10 68 lc 26.4 (10.92) – –
11.0 154 9 000 1.9 hc 41.5 11.015± 0.003 55+5

−4 45
12.1 152 6 000 1.3 hc 42.2 12.123± 0.003 57+5

−4 48
12.1 152 204 32 mc 104.6 12.108± 0.002 59± 3 50
8.05 150 204 49 mc 78.2 8.032± 0.002 58± 2 49

Notes: DT: drift tube voltage, predicted beam energy (additional middle DT voltage set such that it cancels
with estimated space charge potential); Ibeam: beam current; tEP: EBIT phase period; pinj: injection pressure;
c.b.: charge balance ([hc] high charge balance, mostly H-, He-, and Li-like Fe; [mc] medium charge balance,
Ne- through He-like Fe; [lc] low charge balance, below B-like Fe); Ebeam: beam energy determined from fit
(n = 2); FWHM: width of the measured RR features (n = 2); ∆E = (FWHM2 − 312)1/2: beam energy spread,
i.e., FWHM corrected for 31 eV detector resolution.

8.4.2 Spectral Shape as a Function of EBIT Conditions

Table 8.2 lists the combination of beam energies and charge balances employed to mea-
sure excitation cross sections. The beam energy and spread as derived from the resulting
RR spectra are included as well.

The Fe K spectra for the EIE cross section measurements have been collected at beam
energies of ∼ 8, 11, and 12 keV. The 8 keV data point was chosen to be close to the
excitation threshold of He-like line w (6.7 keV), while still being high enough to excite
the He-like Kβ lines (7.9 keV). Since the ionization potential of He-like to H-like Fe is
8.83 keV (Cowan, 1981), this beam energy also prohibits the production of H-like Fe. The
data points at 11 keV and 12 keV were chosen such that the photon energy of the features
for RR into n = 2 are close to the energy of the He-like Kr and Pu Lα1 calibration lines,
respectively. The vicinity to the calibration lines strengthens the confidence in the pixel
alignment – and thus the confidence in the measured line shapes of the RR features –,
which can be helpful to identify issues early on during the setup phase of the experiment.

Data were also taken at two different beam currents. The first set of measurements at
11 keV beam energy (Table 8.2) were taken at 190 mA beam current to maximize the
photon flux from EBIT. As Fig. 8.7 shows, the RR features at these high beam currents
have a relatively low resolution of 80–100 eV, while the spread of the electron energies
was expected to be on the order of or better than about 50 eV. Repeating the high-charge-
balance 11 keV measurement at a much lower beam current of 150 mA leads to a large
improvement in the beam energy spread (Fig 8.8). At high beam currents, the repulsion
by the Coulomb force between the many electrons increases and the beam physically
spreads out to a larger beam radius, which also increases the spread in electron energy.

Although the lower beam current reduces the count rate of the experiment, the higher
resolution is very beneficial in resolving the shapes of the RR features, especially in a
broad ion charge distribution like the medium charge balance measurements. For exam-
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Figure 8.7: ECS spectra (red: low-energy pixels, blue: high-energy pixels) of the Ebeam ∼ 11 keV
high charge balance data at high beam current. Top: DE spectrum; Middle: RR into n = 1;
bottom: RR into n = 2. The green line shows the fitted model components of the RR features
of each charge state, with the green numbers indicating their fitted number of counts.
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Figure 8.8: ECS spectra at Ebeam ∼ 11 keV high charge balance data at lower beam current. The
DE spectrum looks essentially the same as in Fig. 8.7, but the RR spectrum has much better
resolution due to the smaller beam current.
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Figure 8.9: ECS spectra of the Ebeam ∼ 8 keV medium charge balance measurement. The middle
panel shows the extended range of the DE spectrum on a logarithmic flux scale, to emphasize
the presence of n = 3 → 1 Kβ transitions of L-shell ions of Fe. The bottom panel demon-
strates that the RR into n = 2 RR features of all L-shell ions are fully resolved by the ECS
high-energy pixels. Although the ion population is fairly evenly distributed between O- and
B-like Fe (Fig. 8.13), the flux (number of counts, green) in the RR feature for O-like Fe recom-
bining into F-like Fe is much lower than the B-like Fe recombining into C-like Fe.

ple, the confidence interval for the area of the He-like RR feature in the medium charge
balance 11 keV measurement is twice as large as the same feature with similar number
of counts in the better resolved measurements at lower beam currents. Therefore, the
remaining data points were measured at the lower beam current of 150 mA.

Fe was injected into the trap as ironpentacarbonyl, Fe(CO)5. By varying the EBIT cycle
time and the injection pressure, the charge balance of the trapped Fe ions can be modified.
Long trap times and low injection pressures lead to a high charge balance, dominated
by He-like Fe – since the electron beam energy is below 1.5 times ionization threshold
necessary to make H-like Fe, the H-like Fe production is not yet very efficient. Transitions
in He-like and H-like Fe are the main targets for these high charge balance measurements.
Despite the high charge balance, traces of K-shell transitions in lower charge states are
still detected. A medium charge balance, which leads to comparable line strengths for
K-shell transitions in Ne- through He-like Fe ions (Section 8.5.2), is achieved through a
slightly higher injection pressure and shorter EBIT cycles (Table 8.2). The medium charge
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Figure 8.10: ECS spectra of the low charge balance data taken at a beam energy of 11 keV. The
total RR cross sections decrease with decreasing ion charge (Fig. 8.11), making the count rate
for the RR features in these low charge states much smaller than for the higher charge states.

balance measurements are conducted to derive the EIE cross sections also for transitions
in L-shell ions. See Fig. 8.9 for the resulting spectrum of the Ebeam ∼ 8 keV measurement;
the RR into n = 2 for the L-shell ions of Fe are resolved this beautifully for the first time at
these high electron energies. Additionally, the changed charge balance provides a test of
sensitivity for the cross sections for the He- and possibly the Li-like transitions, obtained
from the high-charge-balance data, to charge balance conditions. These medium charge
balance data (with the exception of the 8 keV beam energy which is below the ionization
threshold for creating H-like Fe) still show small traces of H-like Fe that can be used to
derive excitation cross sections, albeit with correspondingly larger uncertainties. With
very short EBIT cycles, the reachable charge states can be limited to about C-like Fe
(Fig. 8.10). This charge balance was tested during the 11 keV beam energy runs in hopes
to improve the signal rate for the low charge states, for which at least effective emission
cross sections should be obtained. Since the RR cross sections into n = 2 decrease with
decreasing ion charge, the signal rate remains weak and the efforts to measure cross
sections for the very low charge states are beyond the scope of this thesis.
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Figure 8.11: Total differential radiative recombination cross sections 4πσ90
R R for RR into the n = 2

shell from FAC calculations. The magnitude of the RR cross sections decreases with decreasing
ion charge.

8.5 EIE Cross Sections – Fe, High Charge States

8.5.1 Direct Excitation Spectrum

The spectrum of the directly excited K-shell transitions are first analyzed using the data
recorded with the ECS’s low energy pixels to determine the flux of each line. The model
consists of a constant to account for background and a Gaussian for each resolved tran-
sition. Since high-resolution wavelength measurements with EBIT exist for the K-shell
spectra of L-shell ions (Decaux et al., 1997), these are used as a reference to determine
the number of Gaussian components in the model. The previously measured wavelengths
from Decaux et al. (1997) are used as start values for the line centers, but are allowed
to vary during the final fit to make it possible to compensate for uncertainties in the mea-
sured wavelengths of Decaux et al. (1997) and uncertainties in the photon energy cali-
bration of the ECS low-energy pixels. As seen in Fig. 8.12 for the example of the 11 keV
medium charge balance data, the line centers as measured by Decaux et al. (1997) agree
well with the line shapes of the ECS data.

The widths of the Gaussian components for Kα transitions in the He-like Fe ion and lower
charge states are tied to the width of He-like Fe line w. The widths for H-like Fe Lyα
and the higher order Rydberg series of all charge states are left free to vary, because
these lines are distributed over a wider energy range where the energy resolution of the
calorimeter may change. The area of the Gaussian lines is taken as the measured flux
of the line. Since the spectral model is folded with the instrument response due to the
quantum efficiency of the pixels, this fitted line flux already includes the correction terms
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Figure 8.12: The 11 keV medium charge balance ECS data in comparison to transition ener-
gies previously measured with a high-resolution crystal spectrometer at EBIT by Decaux et al.
(1997).

for the quantum efficiency.

Since the RR spectrum is only measured with the ECS’s high-energy pixels, the true
geometric factor for the flux correction between the low- and high-energy pixels due
to differences in solid angle is of interest. To determine this factor, a slightly modified
version of the spectral model fit to the low-energy pixel data is applied to the K-shell
spectra as measured with the high-energy pixels: The normalizations (area) and the
line centers of the Gaussian components are fixed to the previous values, while the line
widths are adjusted to the lower resolution of the high-energy pixels. To account for cross-
calibration uncertainties of the energy scales for the two pixel types, the spectral model as
determined from the low-energy pixels is allowed to shift as a whole by a constant amount
in energy when fit to the high-energy pixel data. Then a constant scaling parameter, i.e.,
the parameter for the geometric factor, is multiplied to the spectral model. The geometric
factor as estimated from the pixel geometry and number in Section 4.4.3 is used as a start
value for this scaling parameter, but the parameter is allowed to vary during the fit. A
constant background model is again added to the model spectrum and the whole model is
folded with the quantum efficiency of the thicker high-energy pixels. The fitted geometric
factor is within 2% of the value derived in Section 4.4.3.

Unlike the quantum efficiency, the optical blocking filter transmission does not affect the
fit of the geometric factor, as the filter transmission is the same for both the low-energy
and high-energy pixel spectra. The correction for absorption from the filters is therefore
applied to the fitted line flux after the fit.
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8.5.2 Radiative Recombination Spectrum

While Wong et al. (1995) had to derive the charge balance from the resonance lines in
He-like (w) and Li-like (q) Fe, the ECS now for the first time resolves the RR into the
n = 2 shell at electron beam energies sufficient to excite the K-shell transitions in Fe ions,
i.e., above 6 keV. The resolved RR not only serves as a normalization to bring the DE cross
sections onto an absolute scale, but also allows us to directly infer the charge balance.

Since the RR spectra have distinct line shapes due to the fine-structure levels of the ions
(Fig. 8.3), the measured RR spectra are fit with a physical model. The model includes a
single component

RZ ,N ,n(E) =
A

∑

i σ
RR
i (Ebeam)

∑

i

σRR
i (Ebeam)
p

2π ∆Eres

exp

�

−
(E − Ebeam − Eipot

i )2

2∆Eres

�

(8.28)

for each charge state (element Z , N number of electrons) and principle quantum number
(n = 2 or n = 1) determining the line shape. The line shape of the model component is
produced by centering a Gaussian around the ionization potential Eipot

i for each of the
available RR channels i in shell n of this ion, relative to the beam energy Ebeam. The
relative strength of the Gaussians for each channel is defined by the relative value of the
corresponding cross sections σRR

i . Here, σRR
i are the differential RR cross sections for

emission at 90◦ to the beam direction, taking polarization into account, and are taken
from the literature5 (Section 8.3.4). Each Gaussian in the RR feature has the same width
∆Eres, which is determined by the energy spread of the beam and the detector resolution
(Table 8.2). The RR model components are normalized such that the fitted area A directly
represents the number of photons measured in this feature. The fit parameters for each
model component are thus the area A of the RR feature, the beam energy Ebeam, and the
width of the lines.

The spectra for RR into the n = 1 and n = 2 shell are fitted separately. In both cases
the total model consists of a constant background and the sum of the RR line complexes
RZ ,N ,n(E) for each charge state q present. The model is then again folded with the quan-
tum efficiency of the detector before fitting. The beam energy Ebeam and the line width
FWHM parameters are tied between the RR components, i.e., there are only up to two6

estimates for Ebeam and FWHM per data set, one from the n = 1 and one from the n = 2
recombination (see Figs. 8.7–8.9 for plots of the fitted RR model components). While the
width of the lines is dominated by spread in beam energy, the magnitude of the detector
resolution of 31 eV for the high energy pixels (Section 4.5.2) is a significant fraction of
the beam spread, making the fitted width of the RR a quadratic sum of the beam en-
ergy spread and the detector resolution. Table 8.2 lists the resulting values for Ebeam and
FWHM obtained from the fits to the n = 2 spectra. The fits of the RR spectra are done
using Cash statistics (Appendix C) because of the low signal.

5Since the theoretical differential RR cross sections as a function of energy were described with a param-
eterized function (Eq. 8.27), the value of the cross section can easily be obtained at any electron beam
energy in the applicable energy range during the fit of the measured RR spectrum.

6the medium charge balance data do not have sufficient ion fractions in H-like and bare to allow a reason-
able fit
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Radiative recombination can also happen into the n = 3 shell. For the lower charge
states with Ne > 10, where the n = 2 shell is completely filled in the ground state, the
n = 3 shell as the lowest lying open shell provides the main recombination channels. The
energy levels with the n = 3 shell are very close together and the ionization potentials
for this shell do not vary much as a function of charge state (∆Eipot ∼ 30–40 eV between
ions below Ne-like Fe; Cowan, 1981). RR into the various orbitals of the n = 3 shell of
Ne-like Fe spans an energy range of ∼ 80 eV (Brown et al., 2006). Therefore, the energy
spacing between charge states is not only smaller than the achievable energy resolution
that is limited by the ∼ 50 eV spread in energy of the beam electrons, it is also smaller
than the energy spanned by RR within M-shell Fe ions. Additionally, because of the low
ionization potentials of these low charge states, the RR features for these ions are close to
the high-energy cut off of the bremsstrahlung continuum that is determined by the beam
energy (Fig. 8.4).

From the flux in the RR feature of each charge state q relative to the actual RR cross
section, the charge balance in the trap is infered as

nq =
IRR
q /σ

RR
q

∑

q IRR
q /σ

RR
q

(8.29)

where the flux IRR
q = CRR

q /(Q
RR
q TRR

q ) again is the measured number of counts CRR
q corrected

for quantum efficiency QRR
q and filter transmission TRR

q . Figure 8.13 shows the resulting
charge balance for the medium and high charge balance data sets (Table 8.2). To deter-
mine the charge balance, RR into n = 1 has been used for recombination into the bare
and H-like ions. For He-like through O-like Fe, the RR into n = 2 is used. The high charge
balance data are clearly dominated by the population of He-like ions of 40–50%. Wong
et al. (1995) had a cleaner and higher charge balance with 95% He-like and 5% Li-like
Fe at an electron beam energy of 6.8 keV. This is likely due to differences in injection
method. Wong et al. (1995) used a MeVVA with injection once at the beginning of each
EBIT cycle, while neutral Fe was added to the trap continuously during the current exper-
iment. The H-like Fe abundance is low because overall the charge balance is relatively
low, as evidenced by the presence of small populations of Li- through N-like Fe, and be-
cause the electron impact ionization cross sections for ionizing He-like Fe peaks at 2–2.5
times ionization threshold (Lotz, 1968; Vogel, 1992), i.e., while H-like Fe is created at
beam energies of 11 and 12 keV, its production is not yet very efficient.

The medium charge balance data show a relatively flat distribution of the ion populations
for Be- through O-like Fe. Generally, the ion population of a charge state should not be
smaller than the population of both of its neighboring charge states. Extreme outliers can
indicate a problem with the assumed RR cross sections used to derive the population. The
estimated populations of the C-like Fe ions in the medium charge balance measurement at
11 and 12.1 keV beam energy are smaller than their neighbors. However, the distribution
at 12.1 keV is flat within the uncertainties, and outlier at 11 keV is not significant due to
the low counting statistics (∼ 30 counts) at the low resolution of this RR spectrum.
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Figure 8.13: Relative ion abundance derived from the RR lines for the different data sets (beam
energy, hc/mc: high/medium charge balance, lr: lower resolution of the RR features due to
larger energy spread of the electron beam). The error bars are a combination of Poisson statis-
tics of the fitted number of counts of the respective RR feature (n = 1 for bare and H-like, n = 2
for the others) and an estimated 5% uncertainty on the RR cross sections. Ions below oxygen
recombining into fluorine are not included.
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8.5.3 EIE Cross Section Results

The fit method as described in the last two sections provides the values for CDE/QDE and
CRR/QRR for Eq. 8.23. Inserting also the filter transmission, geometric factor, polarization
correction for direct excitation, branching ratio, and differential RR cross section then
gives the results for the absolute electron impact excitation cross section measurements.
Since the calibration and fits of the data are not quite finalized yet, this section presents
first results for the transitions w in He-like Fe and Lyα1 and Lyα2 in H-like Fe.

Sources of Uncertainties, Error Propagation

The excitation cross sections are not a direct result from the model fit to the data, but
rather have to be derived from directly measured parameters, i.e., the observed flux, with
a complex function (Eq. 8.23). It is therefore necessary to carefully assess the uncertain-
ties ∆ fi contributing to the uncertainty ∆σ on the end result for the excitation cross
sections σ. The combined uncertainties ∆ fi of all contributing factors fi are taken into
account through error propagation

∆σ2 =
∑

i

�

∂ σ

∂ fi

�

∆ f 2
i . (8.30)

For functions of sums, products, and ratios, error propagation simplifies to a quadratic
sum

δσ2 =
�

∆σ

σ

�2

=
∑

i

δ f 2
i (8.31)

of the contributing uncertainties, if the relative uncertainties δ fi =∆ fi/ fi are used.

Table 8.3 lists the contributing factors for the cross sections for He-like Fe line w and
H-like Fe lines Lyα1 and Lyα2. The uncertainties for the counting statistics of the DE and
RR lines represent the 68%-confidence level derived from the fitted area. For these the
table shows the full range of relative uncertainties covered by the six analyzed data sets
(Table 8.2) for medium to high charge balance for the different electron beam energies.
The larger uncertainties belong to the measurements with lower counting statistics. For
example, the number of observed photons for line w ranges from 12 000 for the medium
charge balance measurements to 40 000 for the high charge balance measurements.

H-like Fe Lyα2, i.e., the weaker of the two Lyα lines, ranges from 60 and 230 counts
at medium charge balance (corresponding to 13% and 7% uncertainty) to 1100–2200
counts at the high charge balance (corresponding to uncertainties ≤ 3%). The counting
statistics for the RR features behave similarly. The RR into n = 2 of He-like Fe ranges from
300–700 counts, corresponding to ≤ 6% uncertainty. The quoted upper limit of 10.6%
uncertainty corresponds to the 11 keV medium charge balance measurement, where the
resolution of the RR features was poor because of the high beam current employed (Sec-
tion 8.4) such that together with the large Li-like fraction the fit is less well constrained.
For the normalization of the H-like cross section, the uncertainties for RR into n = 1 are
listed. Again, in the high charge balance data, the number of counts in this feature ranges
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Table 8.3: Relative uncertainties (%) contributing to the uncertainty of the cross section measure-
ments (1σ confidence level [68%])

Source w Lyα1 Lyα2

Counting statistics (DE) 0.51–0.90 1.5–8.8 2.2–13
Counting statistics (RR) 4.6–10.6 4.7–20 4.7–20
Filter transmission (DE) 1 1 1
Filter transmission (RR) 0.5 0.5 0.5
Quantum efficiency (DE) 3.6 3.6 3.6
Quantum efficiency (RR) 1.5 3.5 3.5
Geometric factor 2 2 2
Polarization correction ( 3

3−P ) 5 2.2 –
Branching Ratio – – –
Radiative recombination (incl. pol.) 5 5 5

Total uncertainty 9.6–13.6 9.2–23.2 9.1–25.0

Notes: A range of uncertainties is given for the counting statistics of both DE and RR
that reflects the range covered by all data sets listed in Table 8.2. The bold values are
the more typical uncertainties. For example, the high-charge balance measurements
(bold) are specifically intended for cross section measurements of the H-like Fe Lyα
lines, while the large upper limits listed for both DE and RR for these lines are from
the medium charge balance measurements that have only a very small H-like ion frac-
tion. The He-like lines, however, are prominently present in both medium and high
charge balance sets. For these the upper limit for the RR counting statistics is from the
measurements that had a large electron energy spread during the measurement. See
text for details.

from 300–500 counts, which also corresponds to ≤ 6% uncertainty, since RR into n = 1
of H-like Fe does not blend with any other features. For the medium charge balance data,
there are only 25–60 counts in these lines, corresponding to 13–20% uncertainty.

For the E1 transitions line w and Lyα1 the correction term for polarization is PDE = 3/(3−
P), where P is the degree of linear polarization for the respective transition. The relative
uncertainty δ fpol.corr. of the polarization correction then relates to the relative uncertainty
δ fP of the degree of polarization as

δ fpol.corr. =
∆ fpol.corr.

PDE
=

1
PDE
·
�

�

�

�

∂ PDE

∂ P

�

�

�

�

·∆ fP =
3− P

3
·

3
(3− P)2

· Pδ fP = δ fP ·
P

3− P
. (8.32)

Assuming a relative uncertainty on P of 20% (Section 8.3.2) then results in δ fpol.corr. ≈
2.2% for H-like Fe Lyα1 (P ≈ 0.29 at 11 keV and P ≈ 0.28 at 12 keV; linear interpolation
from Bostock et al., 2009) and in δ fpol.corr. ≈ 5% for He-like Fe line w (P ≈ 0.60 at 8 keV,
P ≈ 0.57 at 11 keV, and P ≈ 0.56 at 12 keV; linear interpolation from Zhang et al., 1990).

The uncertainties for the other contributing factors have already been discussed in other
parts of the this work and are listed in this table. The branching ratio is listed as a
contributing factor, since, in general, it has to be taken into account. However, for the
shown transitions listed in the table, the upper level has no other decay channel available,
fixing the branching ratio at 1. The total uncertainties of the dedicated measurements
(Table 8.3, bold values) are on the order of 10%. Even the measurement of line w at
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Figure 8.14: Absolute electron impact excitation measurements (green stars: high charge bal-
ance; purple stars: medium charge balance). The black line are the total electron impact
excitation cross sections by Zhang et al. (1990), the green are from Aggarwal & Keenan (2013).
The blue dashed line are the cross sections from Zhang et al. (1990) multiplied by the polariza-
tion correction derived from their sublevel cross sections to demonstrate the magnitude of the
polarization effect has on the cross sections if it is not accounted for.

low spectral resolution due to high beam currents is accurate to better than 15%, and the
cross sections derived from the weak signatures of the H-like Fe Lyα lines in the medium
charge balance data is within 25%. The largest contributions to the uncertainty are due
to the polarization correction and the normalization to RR, i.e., those parameters that
rely on theoretical calculations for reference.

Comparison to Theory

Figure 8.14 shows the absolute excitation cross sections for He-like Fe line w derived from
the measurements in comparison to theoretical cross sections by Zhang et al. (1990) and
Aggarwal & Keenan (2013). The measured values are corrected for polarization derived
from the magnetic sublevel cross sections by Zhang et al. (1990), i.e., they represent
σDE = 4πσ90

DE/PDE. To show the significance of the polarization contribution to line w, the
blue dashed line represents the absolute theoretical cross sections 4πσ90

DE,theo from Zhang
et al. (1990) multiplied by the polarization corrections derived also from their magnetic
sublevel cross sections. The absolute (unpolarized) cross sections by Aggarwal & Keenan
(2013) closely trace the earlier calculations by Zhang et al. (1990). While Wong et al.
(1995) measured the excitation cross section of line w at a beam energy of 6.8 keV (close
to excitation threshold) with a slightly smaller magnitude than the the theory by Zhang
et al. (1990), the results for the current measurement at 8 keV appears to be somewhat
larger than the theoretical cross sections. The cross sections at 11 and 12 keV are close
to the theoretical predictions. As expected, the measured cross sections for line w are,
within the uncertainties, independent of the charge balance.

Figure 8.15 shows the absolute excitation cross sections for H-like Fe Lyα1 and Lyα2. Lyα1
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Figure 8.15: Electron impact excitation measurements for H-like Fe Lyα1 (top) and Lyα2 (bottom).
The EBIT measurement is normalized to RR into the n = 1 shell (green) and the n = 2 shell
(blue), respectively. The stars are the dedicated high charge balance measurements, the squares
are ratios from the medium charge balance measurements with low counting statistics in the H-
like lines. The cross sections for Lyα1 are corrected for polarization using Bostock et al. (2009),
Lyα2 is intrinsically unpolarized. The black line shows the theory by Aggarwal et al. (2008).

is corrected for polarization effects using the degree of polarization from Bostock et al.
(2009), Lyα2 has a j = 1/2 upper level and is therefore intrinsically unpolarized. Since
the ECS high-energy pixels resolve the n = 2 RR complex, for each data set there are
two estimates for the excitation cross section, one normalized to RR into n = 1 and one
for RR into n = 2. The latter has larger uncertainties due to the lower n = 2 RR cross
section and the corresponding lower photon flux in this feature. The excitation cross
sections derived from the dedicated high charge balance measurements are the more
reliable results. These results slightly exceed the predicted cross sections from Aggarwal
et al. (2008). The excitation cross sections derived from the medium charge balance data
(squares) consistently lie below the theory and the high charge balance results, but also
have much higher uncertainties because of the low counting statistics.
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8.6 Outlook

The analysis presented in this chapter is a proof of concept that shows that the current
setup for the excitation cross section measurements at EBIT employing the high-energy
pixels of the ECS deliver results with the 10-15% level of accuracy required by astro-
physics. Future missions, such as Athena, or any SXS-type instrument will provide ac-
curacies of < 10%, hence improvements in atomic data must be made. In terms of the
data set presented here, there are several sources of improvement. The first of these
is to finalize the calibration of the energy scales for both the low- and high-energy pix-
els. The better the calibration and alignment are, the easier it is to correctly describe
the number of observed photons with the model fit, especially in the wings between the
large peaks, which is important in flux measurements. Using the best calibration, also
the transition energies can be measured, which is expected to bring a slight improvement
to the relatively large uncertainties of the wavelengths measured by Decaux et al. (1997,
see Section 7.1). Transition energy measurements for the n = 3–1 Kβ transitions for the
lower charge states of Fe similar to Section 6.3.2 will be provided for the first time. Then,
after finalizing the calibration, updated cross sections for the presented transitions w,
Lyα1 and Lyα2 and new cross sections for the remaining transitions in Li-like and He-like
Fe, i.e., besides line w, will be provided.

EIE cross sections for L-shell Fe ions

For the lower charge states, inner-shell ionization (with thresholds between 7.1 keV for
neutral Fe I and 8.7 keV for Li-like Fe XXIV) has cross sections comparable to the collisional
excitation cross sections, making inner-shell ionization an important line formation pro-
cess (Decaux et al., 1997). Especially in F-like Fe XVIII through C-like Fe XXI inner-shell
ionization competes with collisional excitation to populate the upper levels of the same
transitions, leaving no obvious markers for either process (Decaux et al., 1997; Jacobs
et al., 1997, see also Section 6.2.2 for a discussion of a similar situation in sulfur). Decaux
et al. (2003) explored the model for the intensity contributions from collisional excita-
tion and inner-shell ionization in more detail and as a function of electron densities. They
based their calculations on the model of Jacobs et al. (1997), an updated version of Ja-
cobs et al. (1989). Comparing the models to data taken at EBIT-II, Decaux et al. (2003)
found that an intermediate density model (ne ∼ 1013 cm−3) describes the experimental
data best. While EBIT is usually assumed to operate in the coronal limit (ne < 1012 cm−3),
where all ions are considered to be in the ground state, the intermediate density model
allows that a fraction of the trapped ions in EBIT to occupy low-lying energy levels above
the ground state (Decaux et al., 2003). Because the relative contribution of inner-shell
ionization and collisional excitation to the population of the upper levels in n = 2–1 tran-
sitions in these L-shell Fe cannot readily be disentangled, the EBIT measurement only
provides absolute effective emission cross sections for these transitions rather than abso-
lute excitation cross sections. The Kβ lines in these L-shell ions (up to F-like), however,
do not suffer from the same degeneracy, since their upper level cannot be populated by
inner-shell ionization of an ion whose n = 3 shell is empty in the ground state configura-
tion.
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8 Effective Emission Cross Sections

EIE cross sections of Kβ transitions

The presented data allow excitation cross section measurements for higher-order Ryd-
berg series such as n = 3–1 Kβ and n = 4–1 Kγ transitions. In order to be able to measure
resonance scattering from the He-like resonance line w, the abundance of He-like ions in
the plasma has to be known. The He-like Kβ lines are a better reference for the abun-
dance of He-like Fe than line z, since they have the same excitation mechanism as line
w, while the line formation process of line z is complicated. The excitation cross sections
of the He-like Kβ lines are therefore an important reference for astrophysics. Smith et al.
(2000) have measured the ratio of the intercombination line Kβ2 to the resonance line
Kβ1 in various He-like ions between Mg and Fe with electron beam energies close to the
excitation threshold of these lines, thus avoiding cascade contributions to these transi-
tions. They find a Z-dependent difference between the measured and predicted Kβ2/Kβ1

ratio – with theory significantly underpredicting the ratio – following similar results from
tokamaks (Smith et al., 1993; Beiersdorfer et al., 1995c). With the new measurements,
this ratio can be explored for a range of electron impact energies.

Sweeping the electron beam energy

The analysis as described in this Chapter is suitable to benchmark the overall, smoothed
trend of the collisional excitation cross sections as a function of electron impact energy.
At electron energies close to the excitation threshold, peaks of increased cross sections
appear due to resonant excitation processes. Chantrenne et al. (1992) measured these
at EBIT in He-like Ti for many discrete electron energies. In order to search for these
resonances experimentally, it is possible to sweep the electron beam energy of EBIT by
driving the drift tube power supply with a programmable function generator (e.g., Brown
et al., 2006, for Ne-like Fe L). This way the Fe K spectra can be measured as a (almost)
continuous function of electron energy rather than sampling individual electron energy
points, although, naturally, the data have to be binned to energy bins of finite widths
to ensure enough counting statistics for each energy point. After having established the
experimental setup for the steady-state measurement, sweeping the electron beam energy
to search for and measure the strengths of resonances is the next step in benchmarking
the K-shell transitions in highly-charged Fe ions.

Fe peak elements

Similar excitation cross section measurements are planned for Fe peak elements, espe-
cially Mn and Cr, but also Ni, as K-shell transitions of their ions are detected in an in-
creasing number of celestial sources. For example, the Mn to Cr mass ratio in super-
nova remnants is a tracer for the metallicity of the progenitor star of type Ia supernovae
(Badenes et al., 2008). To derive the mass ratio from the measured line fluxes in the
observed spectra, the flux ratio has to be normalized to the specific emissivities of the
corresponding ions. Collisional excitation cross sections are an important contribution to
these emissivities in the collisional plasmas of supernova remnants.
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But though the professed aim of all scientific
work is to unravel the secrets of nature, it has
another effect, not less valuable, on the mind of
the worker. It leaves him in possession of
methods which nothing but scientific work could
have led him to invent.

James Clerk Maxwell

9 Summary

C HAPTER 1 has discussed general atomic data needs for X-ray astrophysics and the
need for benchmarking the available theoretical calculations to high accuracy. It
also outlined specific examples of astrophysical objects that can directly benefit

from improved atomic physics databases. The remainder of this thesis has demonstrated
that measurements at the LLNL EBIT with state of the art instrumentation are capable of
fulfilling these needs.

Specifically, we used the ECS microcalorimeter with a ∼ 4.6 eV spectral resolution to
measure the Kα transition energies for L-shell ions of Si and S (Section 6.1; Hell et al.,
2016b). The measurement accuracy of better than ∼ 0.5 eV for the strong transitions cor-
responds to Doppler shifts of less than 90 km s−1 and is therefore slightly better than the
wavelength scale calibration of Chandra-HETG of ∼ 100km s−1 (Marshall et al., 2004;
Canizares et al., 2005; Chandra X-ray Center, 2015). The new reference data were di-
rectly applied to X-ray spectra of the high-mass X-ray binaries Vela X-1 and Cyg X-1,
where the improved Doppler shifts give a better handle on studying the clumpy winds of
the supermassive companion stars and how the interaction with the compact object influ-
ences the wind structure. Additionally, the Kα spectra of N- through Li-like S have been
measured with the imaging, spherically bent crystal spectrometer EBHiX at the very high
resolution of ∼ 0.5 eV (Section 6.2). The EBHiX measurements resolve more transitions
and confirm the results for the line centers of blended lines as derived from the ECS mea-
surements. The accuracy of the line centers derived from the EBHiX data is better than
0.2 eV in most cases and better than 0.1 eV for the strong transitions. This corresponds
to Doppler shifts of better than ∼ 30kms−1, i.e., within the requirements of the planned
Athena X-ray observatory (Nandra et al., 2013). These results will enter the AtomDB
database (Foster et al., 2012).

Comparison of these new reference data to calculations with FAC suggest that the FAC
transition energies of Kα transitions in Si and S are good to about 1 eV or 4–6 parts per
10 000 (Chapter 6). New MRMP calculations by Beiersdorfer et al. (2016a) are expected
to be good to 1 part in 10 000 and, in a first comparison, match the ECS results for O-
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and F-like Si better than FAC. Similar measurements for transition energies in L-shell ions
of other astrophysically abundant elements between Na and Ni and an expansion to Kβ
transitions of the same ions are under way (Section 6.3).

The high resolving power of the EBHiX crystal spectrometer was also used to to try to
resolve line complexes from individual M-shell ions of Fe (Chapter 7), which are heavily
blended. These charge states are important as they can contribute to the “neutral Fe line”
at ∼ 6.4 keV often seen in CCD spectra of celestial objects (Section 1.4.2). For this ex-
periment we used the EBHiX with a quartz 110 crystal in second order, whose resolution
was about 2 eV in the vertical spectrometer mounting, i.e., with the plane of dispersion
perpendicular to the electron beam direction. A simple FAC model – excluding the 3d
subshell in Cl- through Si-like charge states of Fe due to computational limitations – sug-
gested that a 2 eV resolution should be sufficient to resolve the main peaks of different
ions. However, the data did not support new line identification beyond the two known F-
like Fe Kα lines, although the spectral resolution of this measurement with EBHiX slightly
superseded the resolution of previous measurements. Small modifications to the spec-
trometer to further increase the observed line flux and switching to a detector capable of
detecting and time tagging individual photons in event mode might allow us to resolve
the radiation emitted from different M-shell Fe ions as a function of EBIT phase.

In another experimental campaign, we demonstrated that the ECS with its high- and low-
energy pixel arrays is ideally suited to measure absolute electron impact excitation (EIE)
cross sections for Fe group elements to an accuracy of about 10% (Chapter 8). The EIE
cross sections are brought to an absolute scale by normalizing the flux from collisionally
excited transitions to the flux observed from the radiative recombination (RR) features
of the same ion. With the ECS high-energy pixels, the RR into n = 2 of L-shell Fe ions was
for the first time resolved at collision energies high enough to excite K-shell transitions in
these ions. The high-energy pixels have a much better resolving power than solid state
detectors and have the additional advantage that they are house in the same instrument
as the low-energy pixels, thus greatly simplifying the cross calibration between the EIE
and the RR spectra. Multiple data sets were recorded at three different electron beam
energies (∼ 8, 11, and 12 keV) and with different charge balances. The high charge
balance measurements focus on transitions in H-like and He-like Fe, while the medium
charge balance measurements allow for cross section measurements for transitions in O-
through He-like Fe. Due to the large bandwidth of the ECS, it is possible to also derive
EIE cross sections for the n = 3 → 1 Kβ transitions from these data. Presented here
are the EIE cross section results for the transitions line w in He-like Fe and Lyα1 and
Lyα2 in H-like Fe. They are compared to theoretical calculations by Zhang et al. (1990)
and Aggarwal & Keenan (2013) in case of He-like Fe and to calculations from Aggarwal
et al. (2008) for H-like Fe. The presented capability of benchmarking EIE cross section
measurements to an accuracy of 10% again fulfills the goals for data needs defined by the
astrophysics community (Chapter 1). These measurements at EBIT thus help to take full
advantage of observations with future space-borne X-ray observatories with calorimeters,
such as those on Hitomi and Athena, which provide high-resolution spectroscopy for
astrophysical objects on a new level. Improvements to the analysis of the presented data
and cross sections for lower charge states and Kβ transitions will follow as well as new
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measurements at additional electron impact energies (Section 8.6).

Since the approach for measuring the EIE cross sections on an absolute scale relies on
the normalization to well known RR cross sections, reliable sources for calculated fine-
structure resolved RR cross sections are very important, including polarization correc-
tions for observation perpendicular to an electron beam. In the past, EIE cross section
measurements at the LLNL EBITs (e.g., Chen et al., 2005) have often relied on calcula-
tions by J. Scofield (based on, e.g., Scofield, 1989). As these calculations exist only for a
limited number of ions, we explored FAC as an alternative resource (Section 8.3.4). For
this effort, cross sections for RR into n = 2 of L-shell ions of Fe, including polarization cor-
rections, were calculated with FAC and compared to calculations by Scofield as published
by Chen et al. (2005). Overall the two codes agree within the 3–5% uncertainties usually
quoted for this type of calculation. While RR cross sections for the more excited configu-
rations in the n = 2 to shell can have larger discrepancies, but since the cross sections for
these levels are fairly weak compared to those of the lower lying levels, their contribution
to the total RR cross section and the overall line shape is small. Thus, FAC was identified
as a potential new source for RR cross section calculations as normalization for EIE cross
section measurements at EBIT. Further research into the origin of observed discrepancies
of the weak RR cross sections are planned.

In addition to the experiments and measurements related to astrophysics as described
above, the performance of the new EBHiX crystal spectrometer as designed by Beiersdor-
fer et al. (2016b) was assessed at EBIT (Section 5.5.2). Multiple quartz crystals were
set up and calibrated using X-ray lines diffracted in first and second order. These mea-
surements were then used as a temperature diagnostic for the trapped ions in EBIT by
deriving the Doppler broadening due to the ion motion from the observed line widths.
Since EBHiX is an imaging spectrometer, it is possible to use it with the plane of disper-
sion either parallel or perpendicular to the electron beam direction, thus making it an
ideal instrument for measurements of the linear polarization of X-ray transitions. This
capability was demonstrated using the H-like Mn lines Lyα1 and Lyα2 (Section 5.6). Fur-
ther polarization measurements are planned. Since the EIE cross section measurements
depend on polarization corrections, these measurements can greatly benefit from polar-
ization measurements with EBHiX.
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A Physical Constants

In the X-ray regime, the spectral position of transitions is interchangeably quoted in terms
of the transition energy in units of, e.g., electron volts (eV), Rydberg (Ry), or atomic units
(a.u. = 2 Ry), in terms of the transition wavelength usually in units of Ångstrom (Å =
10−10 m), or in terms of the wavenumber (inverse wavelength) in units of cm−1 (Kayser),
but sometimes also in more “user-friendly” units. Theoretical calculations, especially
of level energies, are often reported in Ry, a.u., or Kayser. For experiments, however,
the choice of units is often dictated by the natural unit of the employed spectrometer:
eV (or keV) for energy dispersive instruments such as microcalorimeters and solid state
detectors; Å for wavelength dispersive instruments like grating and crystal spectrometers.

The energy E of a photon and its wavelength λ are connected through the identity E =
hc/λ, where h is Planck’s constant and c the speed of light. The fundamental value of h
is in units of J s, i.e., computation of the constant to convert between transition energies
in eV and wavelengths in Å involves the elementary charge e as well:

E[eV]λ[Å] =
h[J s] c[Å s

−1
]

e[C]
= 12398.42eV Å. (A.1)

While the speed of light is a constant with a defined value (set to the value of Cohen
& Taylor, 1973, as confirmed by the Conférence Générale des Poids et Mesures 1975,
through the new definition of the meter as distance traveled by light in vacuum in 1 s
time in 1983; Giacomo, 1984), other constants are derived quantities whose values have
to be measured. With advances in science and technology, the exact values can vary
somewhat with time. For high-precision high-resolution spectroscopy, it is therefore not
only important to know these constants to a high degree of accuracy, but also to know
exactly which value is underlying the quoted transitions in a particular measurement or
calculation.

The National Institute for Standards and Technology (NIST) has a Committee on Data
for Science and Technology (CODATA) who publish revised versions of physical constants
starting in 1973, revised in 1986, and since 1998 every 4 years. These reference values
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Table A.1: Evolution of derived values for physical constants with time.

h[10−34 J s] e[10−19 C] hc/e[eV Å] source

6.626 176(36) 1.602 189 2(46) 12398.521 CODATA 1973a

6.626 075 5(40) 1.602 177 33(49) 12398.4245 CODATA 1986b

6.626 068 76(52) 1.602 176 462(63) 12398.41857 CODATA 1998c / ISIS
6.626 068 96(33) 1.602 176 87(40) 12398.41579 XDB 2009d with typo
6.626 069 3(11) 1.602 176 53(14) 12398.41903 CODATA 2002e

6.626 068 96(33) 1.602 176 487(40) 12398.41875 CODATA 2006 f /
XDB 2009d typo corr.

6.626 069 57(29) 1.602 176 565(35) 12398.41929 CODATA 2010g

6.626 070 040(81) 1.602 176 6208(98) 12398.41974 CODATA 2014h

a CODATA 1973: Cohen & Taylor (1973); Cohen (1976)
b CODATA 1986: Cohen & Taylor (1987)
c CODATA 1998: Mohr & Taylor (2000)
d XDB 2009 (X-ray Data Booklet; Thompson et al., 2009) references CODATA 1998, but the quoted

values match the numbers from CODATA 2006, with one exception: a digit of e has been omitted.
This has the consequence that the conversion constant derived from h, c, and e does not yield
the same number as the quoted value of ħhc[MeV fm].

e CODATA 2002: Mohr & Taylor (2005)
f CODATA 2006: Mohr et al. (2008)
g CODATA 2010: Mohr et al. (2012)
h CODATA 2014: Mohr et al. (2015)

Notes: The speed of light in vacuum is exact at c = 299792 458m s−1 (after 1973)

are assessed carefully from all, including the most current and state of the art, available
measurements and insights. Their values can be accessed dating back to 1998 through the
official CODATA web page at http://www.nist.gov/pml/div684/fcdc/codata.cfm.

As can be seen from Table A.1, the value of the conversion constant has changed rather
significantly from the values commonly used in the 1980s, but since then has stabilized
to a precision of 7 significant digits. This corresponds to energy values being good to
the meV level – if converted from higher precision wavelengths. Since reference energies
or wavelengths used for calibration of wavelength measurements should always have at
least 1-2 digits higher precision than the desired experimental outcome (within the ca-
pabilities of the spectrometer), the accuracy of this conversion constant will increasingly
matter as better instruments for high-resolution spectroscopy become available.
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B Event Grade Distribution

The relative abundance of the event rates in the pulse height analysis of the microcalorime-
ter data depends on the event rate: the higher the event rate, the more likely it becomes
that multiple events occur within the time window needed for the use of the long, or even
the short, template. The probability of k events occurring in a certain time interval ∆t
can be described by Poisson statistics as P(k) = (λk/k!) · exp (−λ), where λ is the average
number of counts per interval and can be written in terms of the average count rate ν
as λ = ν ·∆t. To determine the probability of a certain event grade for an event at t0,
we need to know how likely the previous event at ∆tp and the next event ∆tn fall into a
specific time interval before or after the current event. There are three possible intervals
∆t: ∆t ≤ τ1, τ1 < ∆t ≤ τ2, and τ2 < ∆t, where τ1 and τ2 are the length of the short
and full templates minus their respective pre-trigger points. If the distance between two
events is shorter than τ1, i.e., ∆t ≤ τ1, both become low-res events independently of
whether they are ∆tp and t0 or t0 and ∆tn. If both events are at least τ1 apart, but either
∆tp or ∆tn is closer than τ2, i.e., τ1 < ∆t ≤ τ2, the short templates are used for both
events. Only for ∆t > τ2 before and after t0 allows for the full template to be used.

The probability that no event occurs within ∆t is P(k = 0) = exp (−ν∆t). This makes
the probability for ∆t between two events fo fall in either of these three intervals P(τ2 <

∆t) = exp (−ντ2), P(τ1 < ∆t ≤ τ2) = exp (−ντ1) − exp (−ντ2), P(∆t ≤ τ1) = (1 −
exp (−ντ1)). Let Pp and Pn be the probability of the previous and next event. Then the
probability for each event grade is the sum of Pp ·Pn over all combinations of ∆tp and ∆tn

that lead to this event grade. From Table B.1 we get

Hp = e−2ντ2 (B.1)

Mp = e−ντ2
�

e−ντ1 − e−ντ2
�

(B.2)

Ms =
�

e−ντ1 − e−ντ2
�

e−ντ1 (B.3)

Lp = e−ντ2
�

1− e−ντ1
�

(B.4)

Ls =
�

1− e−ντ1
�

·
�

1+ e−ντ1 − e−ντ2
�

(B.5)

where H, M, and L stand for high-, mid-, and low-res event grades and p and s denote
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B Event Grade Distribution

primary and secondary events respectively. It is interesting to note that Hp+Mp+Ms+
Lp+ Ls= 1, i.e., the sum of these rates is unity.

Figure B.1 shows the resulting event grade distribution (branching ratios) for a sampling
rate of 12.5 kHz, full template length of 2048 samples (300 samples pre-trigger) and
short template length of 512 samples (75 pre-trigger), corresponding to τ1 = 34.96 ms
and τ2 = 139.84 ms.

Table B.1: Definition of event grades and their probabilities (Seta et al., 2012)

Pp · Pn ∆tp ≤ τ1 τ1 <∆tp ≤ τ2 τ2 ≤∆tp

∆tn ≤ τ1
Ls Ls Lp

(1− e−ντ1) · (1− e−ντ1) (e−ντ1 − e−ντ2) · (1− e−ντ1) e−ντ2 · (1− e−ντ1)

τ1 <∆tn ≤ τ2
Ls Ms Mp

(1− e−ντ1) · (e−ντ1 − e−ντ2) (e−ντ1 − e−ντ2) · (e−ντ1 − e−ντ2) e−ντ2 · (e−ντ1 − e−ντ2)

τ2 ≤∆tn
Ls Ms Hp

(1− e−ντ1) · e−2ντ2 (e−ντ1 − e−ντ2) · e−ντ2 e−ντ2 · e−ντ2

Notes: H: High-res; M: mid-res; L: low-res; p: primary; s: secondary; ∆tp/n: time difference to
the preceding or next pulse; τ1 = 34.96 ms: length of the short template (512 samples minus 75
pre-trigger samples) at a sampling frequency of fs = 12.5 kHz; τ2 = 139.84 ms: length of the full
template (2048 samples total length minus 300 pre-trigger samples); see also Fig. 4.4 and B.1.
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Figure B.1: Fractions of event grades depending on event rate for template lengths of 2048 and
512 (short). The vertical dashed line marks the 1 count per second per pixel rate that is optimal
for the ECS low-energy pixels. — After (Seta et al., 2012).
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C Statistics for Model Fitting

Measured data often are grouped into histograms with bins of finite width. This binning
can be a direct consequence of features of the experimental setup like finite widths of
detector channels (e.g., CCD pixels). For continuous numeric data like lists of photon
energies, where it is unlikely that two events have the exact same value, binning is an
attempt at rendering the data comprehensible (Barlow, 1989). To find a good, often
empirical description of the data, a parameterized model is adjusted to fit the data using
statistical methods. While the statistical methods described below are valid in general,
for their implementation and use in X-ray astrophysics see, e.g., Lampton et al. (1976),
Avni (1976), Cash (1979), Gehrels (1986), Nousek & Shue (1989), Mittaz et al. (1999)
and Arnaud et al. (2015).

The likelihood L is the product of the probabilities in each data bin that the observed
number of counts results from the assumed model, given that the data are uncorrelated
between bins and that the model is correct. As such, the likelihood measures the differ-
ence between the data and the model (Nousek & Shue, 1989). The maximum likelihood
gives the set of parameters for the assumed model that match the data best. However,
this does not suggest that the estimate corresponds to the most likely value, but rather
that this estimate makes the data most likely (Barlow, 1989).

A common expression for the probabilities used in the likelihood function is based on a
Gaussian distribution, giving the likelihood as

L =
N
∏

i=1

Pi(Ci , Mi) =
N
∏

i=1

1

σi
p

2π
exp

�

−
(Ci −Mi)2

2σi

�

, (C.1)

i.e., the probability Pi to observe a certain number of counts Ci in a bin is its Gaussian
probability centered around the model predicted value Mi for that bin (Nousek & Shue,
1989). Taking the natural logarithm1 and multiplying by a factor2 of −2 leads to the

1As the logarithm varies much more slowly with the parameters of the model (Sivia & Skilling, 2006) and
the logarithm converts the product into a sum, which is easier to optimize (Barlow, 1989).

2Optimization algorithms for minimization are more readily available than for maximization (Barlow,
1989).
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χ2-statistic

χ2 =
∑

i

(Ci −Mi)2

σ2
i

. (C.2)

Minimizing this expression with respect to each model parameter is known as the method
of least squares and leads to the set of parameters, i.e., the best fit, corresponding to the
maximum likelihood. Because of its form, this method is also known as the principle of
least squares (Barlow, 1989). Here, the sum is over each bin in the spectrum, Ci the
measured number of counts in bin i, Mi the number of counts in bin i as predicted by the
model, and σi is a measure for the uncertainty such that bins with a larger uncertainty
contribute to χ2 with a smaller weight. The uncertainty σi represents the unknown
standard deviation of the Poisson distribution from which Ci is sampled. It is often ap-
proximated by the statistical uncertainty of the data σi =

p

Ci, but other definitions are
possible (Siemiginowska, 2009).

Confidence intervals for the fitted parameters are derived by finding the parameter value
that corresponds to an increase of χ2 by a certain ∆χ2 whose value depends on the
desired confidence level, e.g., ∆χ2 = 2.71 for a single of the p model parameters and
a 90% confidence level (Avni, 1976). The reduced χ2, χ2

red = χ
2/n where n = N − p is

the number of degrees of freedom for N bins and p free parameters, can be used as an
indicator for goodness of fit. Since the χ2-distribution has mean n, for a good fit χ2

red ≈ 1
is expected (Barlow, 1989), i.e., on average the Ci should scatter within σi around Mi.
Values of χ2

red � 1 indicate that either the error bars assigned to the data are too large,
that χ2

red is not sampled from the χ2-distribution, or that the data have been manipulated
(Siemiginowska, 2009).

The residuals of the fit, i.e., the deviation between model and data in each individual bin
i, indicate how well the model matches the data over the full data range and can help
to find possible features that are not included in the model yet. These residuals can be
calculated as χ2 = (Ci−Mi)2/σ2

i (but preserving the sign of (Ci−Mi)), i.e., the expression
in the sum of Eq. C.2, as χ = (Ci − Mi)/σi, or as ratio = Ci/Mi, where each of these
options emphasizes different deviations. For example, the use of χ2 residuals particularly
highlights the bins with large deviations. For a good fit, i.e., when no features have been
missed or overestimated by the assumed model, the residuals should scatter statistically
around 0 (χ2, χ) or 1 (ratio). In this work the residuals of the fit are shown as χ.

As described above, the method of χ2-minimization requires the underlying data in each
bin to follow a Gaussian (or normal) distribution (Gauß, 1809). However, if events occur
independently at a constant rate (source intensity), the observed number of counts in
each energy bin of a measured photon spectrum follows a Poisson distribution (Poisson,
1837) P(k) = (λk/k!) · exp (−λ), where P(k) is the probability to observe k photons out of
an expected number of λ photons in that energy bin. But in the limit of large numbers
λ→∞, the Poisson distribution converges to a Gaussian distribution with mean λ and
standard deviation

p
λ. Even for smaller numbers of events the Poisson distribution can

be well approximated by a Gaussian distribution (Fig. C.1). Generally, with 20 counts per
bin the data are considered to be sufficiently close to a normal distribution to justify the
use of χ2-minimization (Berry & Burnell, 2005; Cash, 1979), but some authors set the
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Figure C.1: Comparison between shapes of Poisson (circles) and Gaussian (lines) distribution for
for various mean values λ and standard deviation

p
λ. For larger λ the Poisson distribution

converges to a Gaussian distribution.

limit as low as 10 counts (Barlow, 1989; Gehrels, 1986).

For data sets with lower counting statistics, the data either need to be rebinned to reach
the Gaussian limit or the χ2-statistic has to be substituted by a statistic that assumes a
Poisson distribution of the data, e.g., the Cash statistic (Cash, 1979). Cash (1979) used
Bayesian statistics to show that, besides the Gaussian in Eq. C.1, almost any probability
distribution can be used to construct the log likelihood −2 ln L. In the limit of large
numbers of counts, the quantity −2 ln L then always has a χ2-distribution. Deriving the
log likelihood based on Poisson-distributed data and adjusting model-independent terms,
which do not influence the best-fit parameters, gives the Cash statistic (in astrophysical
data analysis software also referred to as “C-statistic” or “cstat”) as implemented in the
spectral analysis packages XSPEC and ISIS for X-ray astrophysics (Arnaud et al., 2015)

C ≡ 2
∑

i

(Mi − Ci) + Ci ln
�

Ci

Mi

�

(C.3)

which is the expression to minimize with respect to all parameters instead of using χ2.
Note that this expression is independent of the statistical uncertainty of the data. Cash
statistics was designed such that it converges to the χ2 results where use of χ2 is valid
(Arnaud et al., 2015). In the extreme, Cash statistics can even be used on unbinned
data or data on a very fine mesh where each bin has either zero or one observed count
(Cash, 1979). Nousek & Shue (1989) compare results of using χ2 and C statistics for the
low and high-count regimes and find that the C -statistic minimization (in combination
with the Powell minimization algorithm3) produces much more accurate fits in the low-
count regime than using the χ2-statistic. Because of the low counting statistics of the

3Nousek & Shue (1989) also find that, for χ2-statistics in the low-count regime, Powell’s minimization
method produces smaller errors in the results than Marquardt’s algorithm.
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present EBHiX spectrum (Section 6.2), this spectrum is therefore analyzed using the
more appropriate Cash statistics to utilize the full high-resolution.

Since ∆C follows the χ2-distribution, confidence intervals for parameters are still well-
defined for the Poisson-based Cash statistics, albeit with different values for ∆C than
for ∆χ2 for the same confidence levels (Gehrels, 1986; Mittaz et al., 1999). While Cash
statistics do not have a goodness of fit criterion (Siemiginowska, 2009) or a rule of thumb
like χ2

red ≈ 1 for χ2-statistics, the residuals again show parts of the data that are not well
described by the model. Similar to the χ residual, the residuals for each bin are computed
from the square root of the expression in the sum in C (Eq C.3) while preserving its
sign. These residuals shown in figures in this thesis are denoted by “Cash” with Cash =
C /
p

|C |.

232



All of physics is either impossible or trivial. It is
impossible until you understand it, and then it
becomes trivial.

Ernest Rutherford
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It takes a thousand men to invent a telegraph, or
a steam engine, or a phonograph, or a
photograph, or a telephone or any other
important thing—and the last man gets the
credit and we forget the others. He added his
little mite — that is all he did. These object
lessons should teach us that ninety-nine parts of
all things that proceed from the intellect are
plagiarisms, pure and simple; and the lesson
ought to make us modest. But nothing can do
that.
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