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1 Introduction
If your telescope doesn’t recoil when it detects a photon,

it’s not a proper photon.
– Tony Bird –

1.1 Astrophysics at High Energies

Although astronomy is perhaps one of the oldest sciences, high energy astronomy and
astrophysics are a young branch, however of such importance, that they have their own
subsection with the astrophysics’ most important pre-print server astro-ph.

The perhaps first step towards observations of the sky at high energies was made by
Golian et al. (1946) who used V-2 rockets and Geiger counters. While they detected
the sun itself as a source of X-rays, it was for a long time afterwards believed that no
radiation from extrasolar sources was strong enough to be observed. It was one and
a half decades later that Giacconi et al. (1962) published their ‘Evidence for X-Rays
From Sources Outside the Solar System’, where they first detected Sco X-1, again with
a rocket experiment bearing three Geiger counters. More rocket borne experiments
and finally a satellite mission, Uhuru (December 1970 – March 1973, see Forman et al.,
1978, for a catalogue of sources detected), followed. The field has grown and expanded
from then on – a nice, short overview is given by Charles & Fabian (2001) – and both
space-borne and ground bases experiments dedicated to even higher energies than those
of the X-ray (e.g, Fermi, MAGIC or AGILE) were built.

High energies offer an unprecedented insight into a plethora of phenomena in extreme
envoronments: accretion onto compact objects, whether neutron stars, galactic black
holes or supermassive black holes in active galactic nuclei (AGN); Gamma ray bursts,
which are thought to originate in the most powerful supernova explosions in the universe;
hot gas in galaxy clusters and the cooling flow problem, and many more.

1.2 Thesis Outline

This work concentrates on compact objects in black holes binaries, specifically on the
black hole candidate Cyg X-1, as observed with the RXTE and INTEGRAL satellites
and the radio telescope Ryle/AMI . Cyg X-1 is a microquasar, which accretes matter
from its binary partner, HDE 226868, an O type supergiant.

I first introduce the general theory of microquasars and their states as well as
Cyg X-1, the best suitable source for the analysis presented here, itself in chapter 2.
The focus here lies especially on the so-called q-track. Radiation processes, explained
in chapter 3, constitute the physical framework for the origin of the observed radiation.

A precondition for any data analysis is a thorough understanding of the instruments
used. Therefore the RXTE, INTEGRAL and Ryle/AMI instruments as well as the basic
of the data reduction for these instruments are introduced in chapter 4. The analysis
methods employed for the X-ray spectral and timing variability studies are explained
in chapter 5. Although the main focus of this work is the behaviour of Cyg X-1, this
analysis cannot produce meaningful results without a thorough understanding of the
detection process and the individual steps of the data reduction pipelines. This is
especially the case for the more complex coded mask instruments like INTEGRAL,

5



but also plays a role for RXTE. In chapter 6 I present results of the spectral analysis
of the RXTE ongoing bi-weekly observation campaign as well as the timing analysis
results for RXTE observations during a radio flare. Timing and spectral analysis with
a special focus on calibration issues of INTEGRAL data is presented in chapter 7. The
last step is a joined analysis of INTEGRAL and RXTE data of Cyg X-1 in chapter 8: a
complex physical model of the inflow and ejection mechanisms is used to describe the
broadband spectrum in radio and in X-rays/soft gamma rays.

Finally, chapter 9 contains a short summary of the results and an outlook onto
future work.
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2 Microquasars
Microquasars

can also be thought of as a form of
quasars for the impatient

– Elena Gallo (2010) –

In our galaxy, more than 20 compact objects in binary systems have a mass above
∼ 3-4M� and can therefore be identified as black holes – the total population of stellar
mass black holes in our galaxy may amount to as much as 108 objects (McClintock &
Remillard, 2006).

Microquasars (MQs) are black holes in binary systems which mimic many phenomena
seen in quasars albeit on a much smaller scale. They are the best laboratories for
studying accretion: the deep potential well allows for testing of theories in an extreme
environment, while the variability on short timescales – as opposed to AGN with their
long variability timescales (e.g., Uttley et al., 2005) –, the the luminosity and the
proximity, with the two last resulting in a comparatively high flux, make observations
of microquasars profitable in scientific results.

The bulk emission of microquasars falls in the range between 0.1 keV and 500 keV
which is best observed with X-ray and soft gamma-ray satellites such as RXTE and
INTEGRAL, which are used in this work, or XMM-Newton, Chandra, Suzaku, etc.

This chapter introduces microquasars in general and Cyg X-1 as an example. For-
mation (Sec. 2.1) as well as the inflows (accretion, Sec. 2.2) and outflows (jets, Sec. 2.3)
are discussed and the general theory of the different states, i.e. distinct combinations
of spectral and timing features, are discussed. (Sec. 2.4). The focus is here on the
so-called q-track, which connects microquasars and other accreting objects. Finally, in
Sec. 2.5 one of the most interesting examples of a MQ, Cyg X-1, is introduced.

2.1 Formation

Formation of a Black Hole

For the greatest part of its life a star is stabilised by the balance between the inwards
directed gravitational force and the outwards directed pressure of hot gas. The heating is
provided by nuclear fusion of hydrogen to helium and later, when the hydrogen reserves
are exhausted and if the star is sufficiently massive, of helium to carbon, etc., in the stellar
core (Carroll & Ostlie, 2006, or any other introduction into astronomy/astrophysics).
The final stage of nuclear burning is the fusion of silicon to iron. Iron has the highest
binding energy per nucleon of all the elements, so that any further fusion steps would
be endothermic. As there is nothing else to counterbalance the gravity, the core of the
star begins to collapse and the outer shell is expelled. The whole process is known as a
supernova (SN) explosion1.

While supernovae themselves are highly interesting phenomena, which are not yet
fully understood in all detail, only their ultimate results are of interest here. For stars
between about 8–25 M� the collapsed core has a mass above the Chandrasekhar limit of
1.4M� and therefore cannot be supported by the degeneracy pressure of the electrons

1This only applies to SNs of type Ib, Ic and II. SN Ia are, most likely, the result of accretion in
binary system consisting of a white dwarf and a stellar companion.
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Figure 4: Evolutionary scenario for the formation of neutron stars or black holes in close binaries.

Living Reviews in Relativity
http://www.livingreviews.org/lrr-2006-6

1

Figure 2.1: Formation scenario
of a binary system with a com-
pact object. Here, T is the time
spent on average in the depicted
phase. N is the number of bi-
naries in the depicted phase in
our galaxy. ν is the frequency of
supernova events in our galaxy.
(after Postnov & Yungelson,
2006, Fig. 4)

(Chandrasekhar, 1931). It is still below the Oppenheimer-Volkoff limit (Oppenheimer
& Volkoff, 1939), however, which gives the maximum mass for objects supported by
neutron degeneracy pressure and, due to the lack of knowledge of the exact equation of
state of the matter at such high pressures, is not as exactly known as the Chandrasekhar
limit but definitely lies below 3M�. Therefore, stars born with a mass of 8–25M� will
form neutron stars as the final stage of their evolution. No force is known that could
stop the collapse of a stellar core above this mass and General Relativity predicts that
a singularity surrounded by an event horizon will ultimately form: a black hole is born.

Black Holes in Binary Systems

The starting point for the formation of microquasars are binary systems with a high
mass star of 25–60M�(e.g., Postnov & Yungelson, 2006).2 A scheme for the formation
of a compact object in such a system is presented in Fig. 2.1 for the case of two OB
main sequence stars of different masses.

The two stars start their evolution largely unperturbed by their binary partner
within their respective Roche lobes (volumes in which objects are bound to the star,
see 2.2). The star with the higher initial mass will evolve quicker and have a stronger
stellar wind, which strips the star of the outer shells (the most extreme cases with
the strongest stellar winds in excess of 10−5M� yr−1 with speeds up to 3000 km s−1

are Wolf-Rayet (WR) stars, Carroll & Ostlie, 2006), with the originally more massive
companion consisting finally almost only of the naked stellar interior. As it is the core
that ultimately dictates the fate of a star, it will still evolve quicker than the companion
with the initially lower mass and explode in a supernova, leaving a compact object
behind. The further features of the binary system depend on the evolution of the
remaining star, which may or may not fill out its Roche lobe. Postnov & Yungelson
(2006, and references therein) discuss the evolution of different initial binaries in more
detail.

2Note that the exact mass threshold between the predecessor stars of neutron stars and black holes
is not clear and depends on further parameters, like rotation, metallicity, magnetic fields, etc. Stellar
winds of stars more massive than 60M� might be strong enough to strip so much material that the
star becomes only a neutron star after the final collapse (Postnov & Yungelson, 2006).
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The radiation detected from BHBs can be produced both in inflows, see Sect. 2.2,
and in outflows, see Sect. 2.3.

2.2 Inflow: Accretion

Schwarzschild and Kerr Black Holes

A black hole is fully defined by its mass, angular momentum and electromagnetic charge
(Carter, 1971), a fact often referred to as the ‘No-Hair Theorem’. However, any charge
would quickly be neutralised by accretion, leaving mass and angular momentum as the
only defining properties for astrohphysical black holes.

A non-rotating (Schwarzschild) black hole with a mass M has an event horizon of

RS = 2Rg =
2GM

c2
(2.1)

with RS being referred to as the Schwarzschild radius and Rg as the gravitational radius.
From the effective potential, which takes into account the angular momentum of the
particle (see, e.g., Shapiro & Teukolsky, 1983, p.339ff), it can be show that stable
orbits are not possible for all radii. The innermost stable circular orbit (ISCO)3 for a
Schwarzschild black hole lies at

RISCO,Ss = 3RS (2.2)

The efficiency η of the gravitational energy release which relates the Luminosity L to
the mass accretion rate by L = η · ṁc2 is ∼ 0.06 for a Schwarzschild black hole (e.g.
Shakura & Sunyaev, 1973).

Rotating black holes (with the maximum rotating case most often referred to as
‘Kerr black hole’4) differ in their properties due to the frame dragging effect, i.e., the

3This term is mainly used in high energy astrophysics. In General Relativity, the usually employed
term in ‘marginally stable orbit’.

4 named after Roy Kerr, who found and published this solution (Kerr, 1963) and who can be seen on
the following photo with the author of this thesis (with R. Kerr in the middle, of course!) made at the
‘Black Holes in Binary Systems: Observations versus Theory’ workshop in Ferrara, Italy (September
11–12 2009):
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fact that the space-time itself is non-stationary around such a rotating object. Both
the radius of the event horizon, RK, and the innermost stable orbit decrease and for
the Kerr black hole

RK = RISCO,K = Rg (2.3)

At the same time, η can reach up to 40% (e.g. Shakura & Sunyaev, 1973).

Accretion Efficiency and Eddington Luminosity

A simple order-of-magnitude estimate will show that accretion is a highly and, in fact,
the most efficient way to extract energy. If a body of mass M and radius R accrets
matter of mass m from infinity the maximum energy released by the accretion is

∆E = Epot(∞)− Epot(R) =
GMm

R
(2.4)

Black holes are, however, special as accretors in the sense that they do not have a rigid
surface that would bring the infalling matter to a halt. Therefore, only a part of ∆E is
released in the form of radiation, the other remains in form of kinetic energy with the
accreted material resulting in the lower accretion efficiencies as mentioned above.

The kinetic energy of a mass orbiting a black hole at a radius r is, assuming Keplerian
orbits and using the virial theorem

Ekin =
1

2
mvKepler(r)2 =

1

2
Ebinding =

1

2
(Epot(∞)− Epot(r)) (2.5)

and therefore, ignoring relativistic effects, the energy released by a mass accreted from
the infinity to the ISCO of a Schwarzschild black hole will be

∆EBH = Epot(∞)− Epot(3RS)− 1

2
mvKepler(3RS)2 =

1

12
mc2 (2.6)

The efficiency of hydrogen burning is only ∼ 0.7% and thus much smaller.
Accretion, though, can be impeded by the radiation it produces through scattering

and absorption as the radiation transfers momentum to the material which is being
accreted (e.g., Frank et al., 2002). There exists a maximum accretion luminosity,
the so-called Eddington luminosity. Continuing the order-of-magnitude estimate, it
will be derived in the following for the simplest case, i.e., under the assumptions of
steady spherical accretion and fully ionised hydrogen as accreted material (with the
second being a good proxy for many astrophysical cases) and considering only Thomson
scattering of the electrons (with the scattering cross section σT = 8π/3 e4/(c4 m2

e)).
With the energy flux S = L/4πr2 and neglecting the gravitational force on the much
lighter electron in the second step follows

Frad = FG ⇔ GM(mp + me)

r2
=

σTS

c
⇒ GMmp

r2
=

LσT

4πcr2
(2.7)

for the case of critical accretion when the inward gravitational force is in exact balance
with the outward radiation caused force, giving (e.g., Frank et al., 2002)

LEdd =
4πGMmpc

σT

≈ 1.3× 1038erg s−1 M

M�
(2.8)

It should be pointed out that the accretion in astrophysical environments will usually not
fulfil the assumptions made here, especially those on the steadiness and the symmetry
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Figure 2.2: Equipotential lines in
the orbital plane of a binary with
M1/M2 = 0.25. ΦR increases with
the increasing label number of the
line. Highlighted are the five La-
grangian points L1 to L5 and the
Roche lobes (thick line). (Frank
et al., 2002, Fig. 4.3)

of the accretion: the accreted matter might arrive in blobs; if the accreted material
possesses angular momentum, its outward transport will lead to the formation of an
accretion disc; the ionised accreted material might couple to the magnetic field line of
the accretor, as happens in the case of neutron stars, etc. Nevertheless, the Eddington
luminosity offers a good estimate for the maximum possible accretion power.

Roche Lobe Overflow

The two main modes of accretion for binaries are Roche lobe overflow and stellar wind
accretion. Which mode acts in a system depends mainly on the mass and evolutionary
stage of the companion (e.g., Shakura & Sunyaev, 1973; Pringle, 1981; Frank et al.,
2002). To understand accretion, it is important to understand the potential of a binary
system. The effective potential in a close rotating binary with the rotation velocity
ω, the mass MF and the positional vector rF of the star and Mcomp and rcomp of the
compact object is described by (Frank et al., 2002)

ΦR(r) = − GMF

|r− rF|
− GMcomp

|r− rcomp|
− 1

2
(ω × r)2 (2.9)

Next to each body the potential is dominated by the body’s own gravity and the
equipotential surfaces are nearly spherical. Further away, however, they are deformed
by the centrifugal and tidal forces (Fig. 2.2). The first inner surface which belongs to
both bodies (indicated by the thick line in Fig. 2.2), is called Roche lobe. Within the
Roche lobe, a test mass is gravitationally bound to either the primary or the compact
object. Nevertheless, it is possible to pass from one lobe to the other via the inner
Lagrangian point L1, the saddle point of ΦR, which connects the Roche lobes.

In Low Mass X-ray Binaries (LMXBs) the primary star has evolved to the giant
phase, so that it fills out its Roche lobe. Material from the star then spills out over L1

onto the compact object. As the primary’s material carries notable angular momentum,
an accretion disc is formed.
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Wind Accretion

O or B stars exhibit strong stellar winds. In a close binary system the gravity and the
continuum radiation pressure of the companion as well as the centrifugal force due to
orbital motion destroy the spherical symmetry of the wind: the wind is focused onto
the compact object (Friend & Castor, 1982). Although the existence of an accretion
disc is possible for systems with focused wind accretion, it will generally be smaller
(Kreykenbohm, 2004, and references therein).

X-ray Binaries with O or B primaries are known as High Mass X-ray Binaries
(HMXBs) and include the strong candidate black hole binaries Cyg X-1 and LMC X-3
and the neutron star binaries Vela X-1 and Cen X-3 (Friend & Castor, 1982). For these
binaries, the focused wind mechanism is the dominant mode of accretion.

When the primary expands to fill the Roche lobe, the Roche lobe overflow mechanism
will, however, contribute more and more. The now focused wind will look more and
more like pure Roche lobe overflow. Cyg X-1 shows this mixed mode of accretion (Friend
& Castor, 1982; Hanke et al., 2009).

Accretion Disc Models

As shown above, accretion in astrophysical systems will often lead to the formation of an
accretion disc, which needs to be understood in order to understand the physics of the
microquasars. The outward transport of the angular momentum and the conversion of
kinetic energy of the material in the differentially rotating disc into radiation proceeds
via viscous torques (Frank et al., 2002). Viscosity in the cases of high Reynolds numbers
is however one of the main unknowns of the astrophysics.

A basic solution, the standard geometrically thin and optically thick accretion disc
model is presented by Shakura & Sunyaev (1973): The viscosity ν is defined by the
sound speed cs, and the disc thickness H in the so-called alpha-prescription:

ν = αcsH (2.10)

where all the absent knowledge about viscosity is subsumed in one single parameter α
of which only α < 1 is known. The viscosity drives the accretion, as binding energy
is liberated by viscous dissipation. The energy is radiated directly. 90% of the power
originates within the inner 20Rg: the gas temperature in the disc therefore increases
with the proximity to the black hole, reaching up to 107 K (McClintock & Remillard,
2006) and most of the energy is radiated away at frequencies larger than those of the
visual band (Shakura & Sunyaev, 1973).

For modelling purposes, the disc is usually approximated by a so-called multi-
temperature black body (Mitsuda et al., 1984; Makishima et al., 1986) also known as
the multicolour disc model with T (R) ∝ R−3/4 (cf. McClintock & Remillard, 2006).
The spectrum of black body radiation is explained in Sec. 3.1.

An overview of the different possible modifications of this simple accretion disc
models is presented by Pottschmidt (2002, p. 46ff), references therein introduce the
respective models in more detail. Important for this work is the idea of the so-called
corona: a hot, low density plasma in addition to the actual accretion disc. A thorough
discussion of coronae is presented, e.g., by Reynolds & Nowak (2003, Sec. 3.3).

The motivation for the coronae comes from the form of the spectrum of BHBs: it
often has a power law component in the hard X-ray range which is exponentially cutoff
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Fig. 6. Suggested geometries for an accretion disk and Comptonizing corona for
predominantly spectrally hard states. The top figure is referred to as a “slab” or
“sandwich” geometry; however, it tends to predict spectra softer than observed.
The remaining three show “photon starved geometries” wherein the corona is less
effectively cooled by soft photons from the disk. The middle two geometries are
often referred to as “sphere+disk geometries”, while the bottom geometry is often
referred to as a “patchy corona” or “pill box” model [140].

interest in such mechanisms [118,108,150].

The simplest such model is one where the corona sandwiches the accretion
disk [151–154]. For a uniform and plane parallel corona and disk, the basic
energetics of this geometry can be obtained from conservation principles. Let
us decompose the radiative flux into that from the corona Fc and that from
the optically-thick part of the disk Fd. The coronal flux is comprised of two
parts, an outward component, F+

c , and an inward component, F−

c , which will
be intercepted and reprocessed by the accretion disk. The total flux from the
disk, F t

d, is comprised of any intrinsic dissipation within the disk, F i
d, plus the

flux intercepted from the corona. Thus F t
d = F i

d +F−

c . The total flux from the
corona, F+

c + F−

c , is comprised of any intrinsic dissipation within the corona,
F i

c , plus the total outward flux of the disk. By definition, this is set equal

32

1

Figure 2.3: Different possibilities
for corona geometries. The top
figure show the ‘slab’ or ‘sand-
wich’ geometry, which predicts too
soft spectra compared with obser-
vations. The two middle figures are
referred to as ‘sphere+disc geome-
tries’ and the last one as ‘patchy
corona’. The three last variants are
photon starved, i.e. the corona in
this model is less effectively cooled
by photons from the disc.
(Reynolds & Nowak, 2003, Fig. 6)

at energies around a few hundred keV. This component could by created by unsaturated
inverse Comptonization in the corona (Reynolds & Nowak, 2003), cf. also Sec. 3.2.

The theory of accretion disc coronae is dominated by two principal uncertainties.
The exact geometry of the corona is unknown – several possibilities usually considered
are presented in Fig. 2.3. Also, the exact heating mechanism of the corona which would
allow for the high temperatures required is yet to be found, but magnetohydrodynamical
(MHD) instabilities seem a promising candidate (Reynolds & Nowak, 2003).

Coronae are also interesting in the scope of jet models, as e.g. Markoff et al. (2005)
proposed that the base of the jet in a BHB might be what was interpreted as a corona
up to now.

2.3 Outflow: Jets

Many of the black hole binaries are also sources of radio emission, which is thought
to originate in jets. Jets are bipolar, collimated (with opening angles of often only a
few degrees) relativistic outflows, which are a common feature of accreting systems,
whether stars just being born (e.g., T Tauri stars), accreting galactic black holes or
AGN. Feedback from accreting (supermassive) black holes – either in the form of wind
or jets – has been a formative element for the evolution of galaxies (Cattaneo et al.,
2009; Fender, 2010).

Jet Models for Microquasars

Jets have only recently been incorporated into the general picture of BHBs, although
already Shakura & Sunyaev (1973, Fig. 9) indicated an outflow launching perpendicular
to the accretion disc from the vicinity of the black hole. Though observed and imaged in
the radio (for an overview see Gallo, 2010, and references therein), the exact contribution
of the jets to the X-ray portion of the spectrum is unclear and hotly debated. The flat
radio spectrum on the other hand is clearly the results of the combination of single
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6 Sera Markoff

right “conspiracy” where each region of the jet contributes roughly the same spec-
tral shape, with peak flux occurring lower in frequency the further out in the jet it
originates (see Fig. 1). As a direct result, the photosphere changes in location on the
jet as a function of observing frequency. Such an effect has been empirically tested,
and is known as core shift. The extent of inversion in the radio slope depends on the
exact scaling of density and magnetic field with distance from the launching point,
the radiating lepton particle distribution, the cooling and reacceleration functions,
and the jet dynamics.

ν

Flux

νobs

Total spectrum results from 
summed contributions at 
each distance z along the jet    

z

Fig. 1. Schematic illustrating the stratified spectrum and frequency-dependent pho-
tosphere of an idealized, self-absorbed synchrotron jet. Each segment of the jet con-
tributes approximately the same peaked, self-absorbed spectrum that combine to
give the “hallmark” flat total spectrum. A telescope observing at νobs will see the
largest contribution from the segment whose individual spectrum peaks at that fre-
quency, and increasingly smaller contributions from neighboring segments (fluxes of
each segment at νobs indicated by black circles), generally producing an elongated
Gaussian ellipse-like photosphere. The visible jet at a particular frequency is thus
much smaller in scale than the actual jet in the case of high optical depth. Figure
clearer in color (electronic version).

Generally, imaging the jets responsible for detected flat/inverted radio spectra is
challenging because of the optical depth. At a given frequency, one cannot observe
the entire jet but just the photosphere, which will look rather more like a Gaussian
ellipse implying elongation beyond what is expected from, e.g., an accretion flow.
For instruments with very good sensitivity, a deep look at a flat spectrum source will

1

Figure 2.4: Schematic illustration
of the jet spectrum: each seg-
ment of the jet contributes a single
synchrotron spectrum of approxi-
mately the same shape but of dif-
ferent peak frequency. When com-
bined, a flat radio spectrum ap-
pears.
(Markoff, 2010, Fig. 1)

synchrotron spectra with different peak frequencies originating at different points along
the jet (see Fig. 2.4).

Part of the problem is that there is still no consistent theory on the launching
mechanism and the jets’ source of plasma and energy (Markoff, 2010). It seems, clear,
however, that magnetic fields do play a major role – they can be generated via the
magneto-rotational instability and be very strong in the innermost regions of the
accretion flow (Markoff, 2010). A simulation of such a jet is presented by McKinney
(2006). Blandford & Znajek (1977) described what is now known as the Blandford-
Znajek mechanism for extraction of energy from rotating black holes, which leads to
formation of jet-like structures. It is however doubted that the spin of many galactic
black holes is high enough to allow for the Blandford-Znajek mechanism as the only
launching mechanism (Gierliński & Done, 2004).

Markoff et al. (2001) introduced a model for a relativistic, adiabatically expanding
jet, which explains the X-ray power law emission as optically thin synchrotron emission
from a shock acceleration region in the innermost part of the jet. It is important to
distinguish this model from the following iterations of this jet model as presented by
Markoff et al. (2003), Markoff & Nowak (2004), and Markoff et al. (2005), as in the latter
not only the synchrotron emission, but also Comptonization mechanisms contribute to
the X-ray spectrum. This model has been expanded to include an irradiated accretion
disc (Maitra et al., 2009). Although some assumptions of this jet model have recently
come under criticism (e.g., Malzac et al., 2009), jet models are the only models to date
which do account for both the X-ray and the radio spectrum of BHBs and take into
account the fact that jets are observed in these sources.

It is also still unclear, what the link between the proposed magnetic coronae and
the jets is (Markoff, 2010) - could they be connected or even the same as proposed by
Markoff et al. (2005)?

2.4 The States of Microquasars – the q-Track

The emission of X-ray sources – whether microquasars, AGN or neutron stars, etc. – is
often strongly variable, with great differences possible both between different sources and
the same source at different times. Generally, two types of MQs can be distinguished:

• transient sources show only outbursts of activity, which are believed to be driven
by disc instabilities (Remillard & McClintock, 2006; Fender, 2010). Transients
are either not detected at all in the X-ray or detected only on a very low flux
level during their phases of quiescence.
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• persistent sources permanently show a high level of activity. Only four known
sources, V1408 Aquilae (4U 1957+11), GRS 1758–285, 1E1740.7–2942 and Cyg X-1,
the source studied in this work, are persistent.5

Both kinds of sources show the same distinct radiation regimes, so-called states, which
are defined by their spectral features as well as the timing properties and are therefore
an empirical classification. The underlying physics is still under discussion, although
there is a tentative agreement on the basic components.

One of the first transitions between states was reported by Tananbaum et al. (1972):
in an observation with the Uhuru satellite, a significant decrease of intensity in the soft
2–6 keV energy band by a factor of 4 was accompanied by a doubling of intensity in the
harder 10–20 keV energy band. Additionally, a previously not detected radio source
appeared in the radio observations. Since the satellite was most sensitive in the softer
energy band, this led to a definition of the high state with high flux in the lower energy
band and the low state with low flux in the lower energy band.

The hard and soft state spectra can also be described by a power law of the form
E−Γ, in general a good approximation of the general spectral shape of the source, where
the photon index Γ characterises the hardness of the source. Therefore the high state is
also dubbed the soft state and the low state the hard state.

Generally, a consistent theory of states and their transitions should describe and
physically motivate the changes in the properties of the source and take both the inflow
and the outflow components, whether dubbed accretion disc and jet or not, into account.

Hardness-Intensity Diagrams (HIDs) and the q-Track

Especially useful for characterising the spectral evolution of X-ray sources are so-called
hardness-intensity diagrams (HIDs), where the total X-ray luminosity is plotted as
a function of the spectral hardness. The diagram can be seen as an analogy to the
Hertzsprung-Russell diagram of optical astronomy where the luminosity of the star is
plotted against its colour. In practise, the hardness ratio (or X-ray colour) is often
calculated by dividing the count rate in the higher energy band by the count rate in
the lower band (e.g., Fender et al., 2004; Dunn et al., 2010).

The present day understanding of the states is summarised in Fig. 2.5. The blue
arrows indicate the track of a canonical X-ray transient, represented by GX 339-4
(Belloni et al., 2005), as it comes from quiescence and undergoes an outburst, describing
the typical q-shaped (or turtle head-) track in the HID - examples of the q-tracks of
other sources can be found, e.g., in Fender et al. (2009). The states can be distinguished
by a combination of spectral and timing features (Fender et al., 2004, 2009; Belloni,
2010), which shall be described in the following6:

• Low/Hard State (LHS)
After a phase of quiescence - which in some cases can be described as the low
luminosity extension of the LHS - the source enters the LHS: the X-ray luminosity
increases in this state while the hardness remains constant. The source spectrum
can be roughly described by a power law with a photon index of Γ ∼ 1.6–1.7

5Whether GRS1915+105 and GRO J1655–50 are persistent is still under discussion in the scientific
community.

6In this description of the states the quasi periodic oscillations (QPOs) are left out: they are
important in general, but of less importance for the study of Cyg X-1 presented here, as the QPOs in
Cyg X-1 are, when present, rather weak (e.g. Pottschmidt et al., 2003b).
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Figure 2.5: Current state of understanding of the states of BHBs. See text for details.
(Picture courtesy of International Space Science Institute (ISSI),
http://www.sternwarte.uni-erlangen.de/proaccretion/ )

(Belloni, 2010) with an exponential cutoff at∼ 150keV. The luminosity is generally
below a few percent of LEdd (Fender et al., 2004). Additionally, the spectrum
often shows reflection features such as a broad Fe Kα fluorescence line with a line
profile defined by relativistic effects in the vicinity of the black hole (e.g. Reynolds
& Nowak, 2003) and a reflection hump - a hardening of the spectrum above
∼ 10 keV. Both effects are attributed to the irradiation of a cold(er) accretion
disc by hard X-rays. The accretion disc itself, which is recessed to up to a few
hundred Rg during the quiescent state, moves inwards towards the ISCO, but the
inner radius still remains high.
The variability is characterised by strong X-ray rms ≥ 20-30% (Belloni, 2010).
The power spectral density (PSD) can be modelled with a number of Lorentzian
components (Nowak, 2000; Pottschmidt et al., 2003b). With increasing flux, the
Lorentzian components shift to higher frequencies (Boeck et al., 2008; Belloni,
2010) and an additional weak power law component might be necessary to
describe the lower variability frequencies (Pottschmidt et al., 2003b). The mean
coherence function – as calculated between a softer and a harder X-ray energy
band and averaged over a Fourier frequency range between about 1 and 10Hz –
is approximately unity, i.e., the coherence is almost ideal in the hard state, and
the mean time lag – calculated in the same manner as the mean coherence – has
a stable low value of a few ms, with the variability in the softer energy band
leading the variability in the harder band (Pottschmidt et al., 2003b; Kalemci
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et al., 2003).
Additionally, during the LHS radio emission is present and correlated with the
X-ray emission (Gallo et al., 2003). The radio spectrum is flat or slightly inverted
and can be interpreted as arising from synchrotron emission from a jet (e.g.,
Fender et al., 2009). As described by Markoff et al. (2005), the (Comptonized)
synchrotron radiation and the photons from the jet can essentially contribute to
the observed X-ray flux. In some sources, compact jets in the LHS have been
directly resolved in radio observations (see Stirling et al., 2001; Dhawan et al.,
2000, for Cyg X-1 and GRS 1915+105 respectively).

• Hard Intermediate State (HIMS)
Those sources which leave the LHS during their outbursts7 enter the HIMS and go
on along the q-track to the horizontal branch (approximately constant luminosity,
decreasing hardness). The softening of the spectrum is a mutual effect of the
increase of the slope of the power law up to Γ ∼ 2.4-2.5 and the disc component
moving to higher energies and thus into the energy band accessible with RXTE
(Belloni, 2010).
While the total fractional rms decreases, the PSD still consists of the same com-
ponents as during the LHS, but the frequencies of the Lorentzians now change –
they increase with decreasing hardness (Belloni, 2010). The coherence decreases
and the value of the time lags grows. This part of the q-track is transversed by
the source quickly.

• Soft Intermediate State (SIMS)
In X-rays, the transition to the SIMS is evident almost only in the timing
properties: the noise level can now be as low as few percent, while the change in
the hardness consists only of a small softening compared to the HIMS.
However, the transition between the HIMS and the SIMS, which is associated
(but not necessarily coincident, see Fender et al. (2009)) with the so-called jet
line is of crucial importance. The transition will often also coincide with radio
ejection events – the optically thin, discrete ejecta have been imaged (e.g. Gallo
et al., 2004; Fender et al., 2006, for GX 339–4 and Cyg X-1, respectively).

• High/Soft State (HSS)
The spectrum of the HSS is dominated by thermal emission of an accretion
disc and the soft X-ray luminosity is typically higher than in the LHS. The
thin accretion disc itself extends down to the ISCO. A non-thermal power law
component extending into the MeV range is detected in some sources (McConnell
et al., 2000, 2002).
While the variability is significantly lower than before - as low as a few percent -
it can be dominated by the power law component. The coherence and the lags in
a stable soft state show the same behaviour as in a stable hard state (Pottschmidt
et al., 2003b, 2000).
Radio emission is strongly suppressed; where it is detected, it can be interpreted
as arising in shocks as the previously produced jet moves away from its point of
origin in the binary system (Fender et al., 2004, 2009).

7Not all transient sources will do so; some will never reach the HISM and return directly to
quiescence from the LHS.
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Other State Definitions

Other definitions for the states are still used in the literature and should therefore be
mentioned here together with their relationship to the canonical states of the q-track to
allow for a better understanding, especially when referencing results relating to these
states:

• The so-called very high (VHS) or intermediate states (IS) (e.g., Fender et al.,
2004; Belloni et al., 1996) encompass both the HIMS and the SIMS, which can
be identified with the different ‘flavours’ of the VHS, i.e., different timing and
spectral properties which are distinct from those of LHS and HSS. The definitions
for LHS and HSS are largely the same as described above.

• Remillard & McClintock (2006) and McClintock & Remillard (2006) re-define the
states as Hard, Thermal and Steep Power law (SPL) state roughly corresponding
to the LHS, HSS and VHS as well as a quiescent state. They base their definition
of states on clear cuts in different parameters: disc-flux-fraction, rms fraction
and the power law index Γ. Especially, they do not use luminosity to distinguish
between the states, an important assumption as numerous sources exist whose
luminosity behaves differently from the canonical picture.
Remillard & McClintock (2006) acknowledge, however, that not all observations fall
under a clearly defined state in this classification - they refer to such observations
as intermediate state, specifying which states are ‘mixed’ to achieve them. Belloni
(2010) therefore points out that this classification is not an exhaustive one, but
merely offers a general guidance.

State Transitions and the Jet Line

A physically especially interesting part of the q-track is the so-called jet-line and the
area surrounding it. This area of the track is associated with X-ray flaring, radio
ejection events and, as mentioned above when defining the transition between HIMS
and SIMS, a sharp change in timing properties. It is, however, not clear whether all
these features originate in the same physical process and are simultaneous.

Fender et al. (2009) point out that in their comprehensive study the variability
decreases and the radio flares were consistent within a few days, but they cannot
establish a direct relation between the two. Given the sparse coverage, it is impossible
to decide whether both are features of some not yet determined physical process or
whether they are casually connected. fFr Cyg X-1, Wilms et al. (2007) reported a
quasi-simultaneous X-ray and radio flare close to a state transition from the soft to the
hard state with the radio lagging the X-rays by ∼ 7 minutes.

Detecting the location of the jet line is highly complicated. Since only the transition
from the hard to the soft state is associated with radio ejection events, data for the
exact point of the re-activation of the jet are sparse. The existing observations of
GX339-4 however point towards a non-trivial shape of the jet line - therefore, a direct
correspondence between hardness and states, which would correspond to a vertical line
in the HID, does not exist (Fender et al., 2009).
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Persistent Sources and the q-Track

Most of the BXRBs are transient sources showing random outbursts. Fender et al.
(2004) and Fender et al. (2009), are able to deduce the whole shape of the q-track with
the help of these sources. They are, however, not well suited for long term studies
and in detail studies of the horizontal parts of the track, which are transversed quickly.
Persistent sources, which also move along the q-track, but often only cover a part of it,
are better suited for studying the horizontal branch if often found in this part of the
track.

One interesting difference between the transient and the persistent sources is the
lack of hysteresis: a transient source will transverse the horizontal branch at a higher
luminosity when moving from the LHS to the HSS (i.e., earlier in the outburst) than
when moving from the HSS to the LHS (i.e., later in the outburst). A persistent source
will usually move in both directions at the same luminosity (Belloni, 2010).

Regarding the highly discussed jet line Fender et al. (2009) point out that the
persistent source Cyg X-1 is one of the best candidates for further investigation: state
transitions and so-called failed state transitions occur often and in both directions at
almost the same luminosity. The source will therefore cross the jet-line often and in
both direction allowing detailed studies of the transition as presented by Böck, VG, et
al. (in prep.). Besides, this source is bright and well-observable for most of the X-ray
satellites currently in orbit.

The Unified Picture: Microquasars, AGN, Neutron Stars and Cataclysmic
Variables

The q-track was historically first found for microquasars – meanwhile, however, there
is evidence that it is universal, being able to unify different accreting systems. An
overview of the microquasar-AGN connection is given by Fender (2010), who also
shortly introduce the cases of neutron stars and cataclysmic variables, i.e. white dwarfs
accreting matter from a companion star. The whole field cannot be introduced here, so
that only two cases considered especially interesting are pointed out.

Körding et al. (2006) generalise the hardness-intensity diagrams of BHBs to the
so-called disc-fraction/luminosity diagrams (DFLDs), which are able to account for
the different scales and therefore different energies at which the same components are
visible in BHBs and AGNs. They are able to show that the observed distribution of
quasars and low luminosity AGN in the DFLD parallels a simulated ensemble of X-ray
binaries based on the known tracks of BHBs. Because of the larger timescales, AGN
can, of course, not be seen moving along the track. The DFLD also seems to be a
promising tool for the study of BHBs themselves, as it tries to take into account the
physics behind the observed radiation and to disentangle the disc and the non-disc/jet
component while the HIDs stay purely phenomenological (Dunn et al., 2010).

DFLDs are used by Körding et al. (2008) for the characterisation outburst of the
dwarf nova SS Cyg (a weakly accreting nonmagnetic white dwarf) and find that the
source describes q-track-like shape in the diagram. They also observe the same relation
of the radio luminosity to the states of the source as defined by the position on the
DFLD.

These findings – among others – strengthen the notion that the states are connected
to inherent properties of accreting objects and their jets on all mass and time scales
and that the understanding of the states and state transitions is decisive to understand
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the whole phenomenon of accretion and ejection in accreting objects. A contribution to
this understanding based on the example of Cyg X-1 is the aim of this work.

2.5 Cygnus X-1

The Binary System

Cygnus X-1 is a persistent HMXB located near the galactic plane at α = 19h58min21.7s,
δ = +35◦12′06′′ (Liu et al., 2006). The distance to the source is ∼ 2.5 kpc (e.g., Ninkov
et al., 1987, who give 2.5± 0.3 kpc).

Cyg X-1 was discovered as an X-ray source during a balloon flight in 1964 (Bowyer
et al., 1965). Hjellming & Wade (1971) observed the Cyg X-1 region at radio wavelengths
with the NRAO three-element interferometer in 1970 and 1971: while before May 1971
no flux above 0.005 Jy was detected8, observations in May 1971 revealed a 0.015 flux
units radio source whose position coincided with the position of the X-ray source as
detected by Uhuru (Tananbaum et al., 1971) and a rocket borne experiment (Rappaport
et al., 1971). Therefore an identification of the radio source with the X-ray source could
be made. A first radio spectrum was subsequently reported by Hjellming et al. (1971).

An identification with the optical source HDE 226868, an O type supergiant, was
first reported by Murdin & Webster (1971), who then confirmed the nature of the source
as a binary system via measurements of the radial velocity, which revealed an orbital
period of about 5.6 days and made first constrains on the inclination i of the source
by 0.3 ≤ sin i ≤ 1.0 (Webster & Murdin, 1972). The most exact orbital period to date
was determined by Brocksopp et al. (1999b) to 5.599829± 0.000016 days. Additionally,
the long time X-ray lightcurve shows a modulation with a period of 142± 7 days which
may be due to the precession of the disc-jet system (Brocksopp et al., 1999a; Pooley
et al., 1999; Ibragimov et al., 2007; Poutanen et al., 2008).

The values for mass and inclination differ in the literature and strongly depend
on the method used - it is important to point out that because of the peculiarities of
binary systems, including the probable mass transfer and the most likely gravitationally
distorted shape of HDE 226868, standard methods for, e.g., age determination will often
fail or lead to wrong results.

From the orbital elements, Hutchings (1978) estimates the mass for HDE 226868
to 14–19M� and for the compact companion to 5–12M� for inclinations 60◦–30◦,
respectively. Gies & Bolton (1986) base their estimates on optical spectroscopy of the
system and obtain minimum masses of 20M� and 7M� and probable values of 33M�
and 16M� for HDE 226868 and the compact companion, respectively. They also give
the inclination of the system as i ≈ 35◦. Abubekerov et al. (2004) estimate a consistent
value of 31◦ < i < 44◦

The mostly referred to result to date was reported by Herrero et al. (1995), who con-
duct a spectroscopic analysis using spherical non-hydrostatic models, which incorporate
mass loss due to stellar winds and a non plane parallel model atmosphere. Note also
that Herrero et al. (1995) state that conducting the analysis without taking these effects
into account leads to results contradicting the parameters derived from the orbital
data. They report a mass for HDE 226868 of ∼ 18M� and a probable mass for the
companion of ∼ 10M�. Especially interesting is their analysis of the minimum mass

8Hjellming & Wade (1971) use the term ‘flux unit’ with 1 fu = 10−26 W m−2 Hz−1, i.e., 1 fu = 1 Jy.
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for the compact object, which they give as 3.9M�. The minimum mass for Cyg X-1 is
therefore about the Oppenheimer-Volkoff limit, making it indeed a black hole.

Lastly Zió lkowski (2005) consider the evolutionary status of HDE 226868 and derive
its mass to 40± 5M� and the mass of the compact object to 20± 5M� - however, also
here some caution is advised as they use a non-standard method using evolutionary
tracks. They point out, that the wind mass losses are a major unvertainity factor in
their calculations.

Attention should be drawn to the fact that, although only Herrero et al. (1995)
specifically point this out, any of the given estimates give the mass of the compact
object itself as well over the upper limit for the mass of a neutron star. Thus it is often
referred to as a black hole and not a black hole candidate.

Accretion and Jets

Accretion in the Cyg X-1 binary system is defined by the fact that HDE 226868 has a
strong stellar wind with a mass loss rate of Ṁ = 3.0 × 10−6M� yr−1 and a terminal
velocity V∞ =2100 km s−1 (Herrero et al., 1995, who do not give errorbars for these
values). As HDE 226868 is also close to filling its Roche lobe, the wind is strongly
focused towards the companion. Due to its high gravity and the non-inertial forces, the
wind is highly asymmetric (Friend & Castor, 1982). The persistent nature of Cyg X-1
is due to the stellar winds as accretion is constantly powered and the accretion disc
and its viscosity play a smaller role than in the purely Roche lobe overflow powered
transient sources (see Hanke, 2007, for a more detailed discussion).

There is, however, definitive evidence for an accretion disc in the system: Some
spectra show a soft excess that can be modelled with a multicolour black body (e.g.,
Wilms et al., 2006), the standard model describing an geometrically thin, optically thick
accretion disc (see Sec. 2.2). Additionally, reflection components such as a Fe Kα line
at 6.4 keV and a reflection hump are present, which are also attributed to reflection
from the cold material of the disc.

The average luminosity of Cyg X-1 in the X-rays is LX ≈ 4× 1030W = 1.0× 104L�,
which is consistent with the value that could be obtained from accretion only. Whether
accretion is the only or even the main process contributing to X-ray luminosity is
unclear, however, as Markoff et al. (2005) have shown that the X-ray luminosity can be
explained by radiation originating in a jet, i.e., in the outflows.

The existence of a jet in Cyg X-1 has first been verified by radio observations of
Stirling et al. (2001), who have imaged a jet-like feature with an opening angle of
2◦ extending up to ∼ 15mas from the core region in their milliarcsecond resolution
observations with the Very Long Baseline Array. Figure 2.6 shows a high resolution
image from their observation, which was conducted while the source was in a hard state.
Stirling et al. (2001) derive a brightness temperature of 107 K at 8.4 GHz and therefore
infer that the radiation is non-thermal. Together with the flat spectral index, which
is attributed to synchrotron emission, and detection of polarisation, this supports the
interpretation of the feature as a jet.

By observing a ring-like structure with ∼ 5 pc diameter (Fig. 2.7) around Cyg X-1,
which appears to be inflated by the jet, Gallo et al. (2005) have estimated the power
output of the Cyg X-1 jet: the particles accelerated in the jet inflate a radio lobe within
the surrounding interstellar medium (ISM). As the pressure within is higher than that
ISM, the lobe expands. What is perceived as the bubble is the shock compressed ISM.
This explanation is supported by optical observations of line emission from the shocked
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position angle from the core ð218–248Þ in all 3 epochs, whereas the

inner jet (, 7mas) is at 178 during epoch A. The apparent change

in direction of the jet suggests that the position angle of ejection is

varying, perhaps either jet precession or jitter, both of which are

observed in SS433 (Margon & Anderson 1989). It is also possible

that the kinks observed in the extended emission are consistent

with a bending jet flow, rather than a ballistic motion, although

apparently unrelated to the direction of the proper motion of

Cygnus X-1 as would be expected from ram pressure

considerations. Projection effects will enhance the appearance of

a jet bend (as with apparent 908 bends in blazar jets). The higher

resolution image in Fig. 3 shows that the bend occurs in a minimum

of surface brightness. This is consistent with an underlying helical

magnetic field in which the magnetic field pitch angle reverses sign

at the bend in radio structure, e.g. Laing (1981); Papageorgiou

(private communication). Measurements of any linear polarization

could confirm this model.

The bend is no longer apparent in epochs B and C, suggesting

that the feature disappears on a time scale of # 2 d. This could be

due to rapid motion and decay via adiabatic expansion, or

synchrotron losses. In the latter case the magnetic field in the

component would need to be greater than 16 G, rather higher than

is commonly deduced for microquasar jets.

It is also apparent in Fig. 3 that the jet is not resolved

perpendicular to the flow. Using a beam size of 1mas across the jet

and a maximum distance from the core of 15mas on the plane of

the sky, the opening semi-angle of the radio-emitting material is

constrained to # 28.

The flat radio spectrum in Cygnus X-1 has specifically been

modelled as slowed expansion in a continuous jet (Hjellming &

Johnston 1988). The predicted spectrum for this geometry is flat

until a turnover at around 10GHz for an inclination of 408.

However, the self-absorption in a slowed expanding jet model

cannot explain the observed flat spectrum to mm wavelengths

(Fender et al. 2000). In comparison, jet components from GRS

19151105 are observed to become optically thin less than a few

minutes after ejection at mm wavelengths (Mirabel et al. 1998).

Possibly another inverted spectrum component (such as the disc or

stellar wind), as well as the partially self-absorbed conical jet, is

required to explain the wavelength dependence up to mm

wavelengths of the integrated spectrum.

4 CONCLUS IONS

Cygnus X-1 has been detected with the VLBA at 15.4GHz, giving

a 13-year time base for proper motion measurements. Subsequent

imaging at 8.4GHz shows that a relativistic jet with either a

bending flow or a variable ejection angle exists in Cygnus X-1. The

jet appears to be narrow (, 28 opening angle). The source was

known to be in a low/hard X-ray state at the times of all our

observations. Given the documented X-ray/radio correlations, and

our three separate images of extended radio emission, it is likely

that a jet always exists in the ‘quiescent’ low/hard X-ray state

thought to harbour a central ADAF. It is unclear how the low-level

radio flaring of the low/hard X-ray state fits into the picture of a

steady-state accretion disc input/output system.

Further VLBI observations with a global VLBI array were

undertaken in 2001May. A sequence of images within a day should

show whether the radio jet is continuous or consists of moving

discrete components.
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Figure 2.6: High resolution image of
Cyg X-1 at 8.4GHz, lowest contour
0.157mJybeam−1. The prolonged jet-like
structure is clearly discernible.
(Stirling et al., 2001, Fig. 3)
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Figure 2.7: Upper panel: The jet inflated
bubble around Cyg X-1 (marked by a green
cross) as observed with the Westerbrock
Synthesis Radio telescope for 60 hours at
1.4GHz. The spatial resolution is shown
by the green open ellipse in the upper right
corner. The extended structure on the left
is the HII nebula Sh1-101.
Left panel: As above, with illustration of
the components of the structure. The insert
shows the inner radio jet of Cyg X-1.
(Gallo et al., 2005, Fig. 1 & 2)
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Figure 2.8: RXTE/ASM lightcurves of Cyg X-1 since the beginning of the RXTE
mission in the end of 1995. Errorbars are shown in grey. The data are not binned and
shown in the highest time resolution possible.

ISM gas from behind the shock and is consistent with the findings from extragalactic
jets of supermassive black holes in the centres of galaxies. The inflated bubble allows
one to estimate the product of the power and lifetime of the jet by assuming that the
ISM acts as nature’s own calorimeter: Gallo et al. (2005) estimate the total power
of the jet to 8 · 1035 erg s−1 . Pjet . 1037 erg s−1. The power of the jet therefore is of
comparable magnitude (3–50%) with the (bolometric) X-ray luminosity in the hard
state.

Both Stirling et al. (2001) and Gallo et al. (2005) concentrate on the persistent jet
of the hard state. But also the transient relativistic jet has been observed: Fender et al.
(2006) report such an observation with the Multi-Element Radio-Linked Interferometer
Network (MERLIN), which was done during a phase of repeated state transitions in
early 2004. Their findings support the validity of the unified state model as presented
in Sec. 2.4 for Cyg X-1.

States and State Transitions

Figure 2.8 shows the X-ray lightcurve of Cyg X-1 as observed by the ASM instrument
on board the RXTE satellite since the launch of RXTE at the end of 1995. It illustrates
that the source is highly variable on longer timescales and shows two distinct states of
X-ray emission – the soft/high and the hard/low state, corresponding to the high and
low count rates in the ASM band, respectively. Especially important are the frequent
state transitions and so-called failed state transitions, that is, phases during which a
softening of the spectrum and characteristic changes in the timing properties occur,
which indicate a state transition, but where the soft state is never reached. These
properties make Cyg X-1 the ideal candidate to study the behaviour of microquasars in
the vicinity of and crossing the jet line.

Wilms et al. (2006) have pointed out that, while the source spent only ∼ 10% of
the time in the soft state between 1996 and 2000, the percentage of the soft states has
increased to ∼ 30% between 2000 and 2006. Since 2007 the source seems to be in a
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eqpair fits of the Cyg X-1 observations of 2003
January 10 (P60090/23.14off; hard spectrum) and
2003 July 29 (P60090/35.14off; soft spectrum),
illustrating the typical spectral variability of the
source.

Zhang et al. (1997) claimed that the difference in bolometric
luminosity of Cyg X-1 between the 1996 hard and soft states
was <∼50%–70%, a statement later revisited by Zdziarski et al.
(2002). Based on a small number of observations, these authors
found that the bolometric flux of the source was higher by a fac-
tor of 3–4 in the soft state. The availability of our broad band
fits allows us to confirm Zdziarski et al. (2002)’s earlier results:
During the RXTE campaign, the mean bolometric unabsorbed
flux of Cyg X-1 was 4.3 × 10−8 erg cm−2 s−1, with a minimum
flux of 2.4 × 10−8 erg cm−2 s−1 measured on 2003 January 10
(observation P60090/23.14off), and a maximum flux of 9.1 ×
10−8 erg cm−2 s−1 measured on 2002 March 25 (observation
P60090/02.14off). Assuming a distance of 2 kpc, these values

correspond to a mean source luminosity of 2.1 × 1037 erg s−1,
varying between 1.2×1037 erg s−1 and 4.4×1037 erg s−1. These
luminosity values are extremes; in general we find the lumi-
nosity of Cyg X-1 during the soft states to be approximately
twice that of the hard state phases. Cyg X-1 thus has a long-
term average luminosity of (0.01–0.02) LEdd, assuming a black
hole mass between 10 and 15 solar masses (Ziółkowski 2005;
Herrero et al. 1995). Figure 12 shows unfolded spectra for two
of the more extreme observations of Cyg X-1, illustrating the
strong spectral variability of the source.

Finally, we discuss the variability of the reprocessing fea-
tures, i.e., the covering factor of the reflecting medium, Ω/2π,
and the Fe Kα line. Figure 13 shows that Ω/2π ∼ 0.15 for

1

Figure 2.9: Unfolded
RXTE spectra of
Cyg X-1 in a hard
(solid lines) and a soft
(dashed lines) state.
Shown are also resid-
uals of the eqpair

(Comptonization)
model. Note the Fe
Kα line at ∼ 6.4 keV
and the presence of
a disc component at
low energies.
(Wilms et al., 2006,
Fig. 12)
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Figure 2.10: PSDs of Cyg X-1 in the hard (left), intermediate (middle) and soft (right)
states. Note that while the fit shows only two Lorentzian components for the hard
state, there is an indication of a third component at higher frequencies in the residuals.
(Böck, VG, et al., in prep, Fig. 4)

persistent hard state, with a short excursion in a softer state in spring 2009.
Figure 2.9 shows typical spectra of Cyg X-1 in the hard and the soft state as observed

with RXTE. The disc emission is dominant at lower energies for the soft state but has
only a small contribution in the hard state. The spectrum of Cyg X-1 also shows the
Iron Kα line at ∼ 6.4 keV (Ebisawa et al., 1996). Phenomenologically, the spectrum can
be described by a broken power law with a break at about 10 keV and an exponential
cutoff above 150 keV, with the soft photon index Γ1 being higher than the hard photon
index Γ2. The difference, ∆Γ = Γ1 − Γ2, grows as the spectrum softens (Wilms et al.,
2006).

Interestingly, while the flux in the hard X-ray decreases during the soft states, the
flux at above 1 MeV increases. Observations of Cyg X-1 in the MeV range in hard and
soft states showing this behaviour have been reported by McConnell et al. (2000) and
McConnell et al. (2002).

The states can also clearly be distinguished in the timing domain. Figure 2.10 shows
typical PSDs of Cyg X-1 in the hard, intermediate and soft states. The naked eye alone
can recognize the shapes: the PSD has a clearly double humped shape in the hard
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1Figure 1.12: Sketched geometry for the hard (top) and soft (bottom) state of Cyg X-1.
(from Brocksopp et al., 1999a, Fig. 7)

Figure 1.13: A jet blown ring around Cyg X-1 (cross) next to the H II region Sh2-101 (left).
(observed for 60 h at 1.4 GHz; from Gallo et al., 2005, Fig. 1)

outflow (Markoff et al., 2005), see also Fig. 1.12. This jet, imaged by Stirling et al. (2001), who
measured a velocity of v > 0.6 c, is also considered as the origin of the radio emission, which
is thought to be synchrotron radiation (Fender et al., 2000). It was recently found that the jet
(‘dark outflow’) has to carry a significant power – even comparable to the X-ray luminosity
of Cyg X-1 itself. This was inferred from a ring of radio emission (Fig. 1.13) that might
result from the shock of the jet hitting a nearby H ii region (Gallo et al., 2005). Correlations
between the radio and X-ray spectrum are shown, e.g., by Wilms et al. (2006b, Fig. 8).

1.3.4 Transient X-ray dips

It has already been found in early times of X-ray observations (Li & Clark, 1974; Mason et al.,
1974), that Cyg X-1 shows sudden decreases of its X-ray intensity (“X-ray dips”), whose
duration is usually only minutes, but which can last for up to 8 hours as well. The spectrum
hardens during those dips, i.e., low energies are more strongly reduced than higher ones and the
spectrum becomes flatter. This indicates that they may result from photoabsorption, which
affects a spectrum dominantly at low energies. (The cross section is roughly σph.abs.∼ E−3,
cf. Sect. 2.1.1.) The hardness is often also defined quantitatively as ratio of the fluxes in
different energy bands. Therefore, dips can be identified as peaks in hardness curves – often
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Figure 2.11: Sketch of the emission regions for the hard and soft states of Cyg X-1.
ADAF stand for ‘advection dominated accretion flows’.
(after Brocksopp et al., 1999a, Fig. 7)

state. In the intermediate state, the humps move to higher energies while an additional,
featureless component emerges at low frequencies. The soft state is dominated by this
exponentially cutoff power law component, while the humps become less prominent and
can fully disappear.

Radio emission from Cyg X-1 is detected in the hard state with the Ryle/AMI
telescope. No emission is detected in the soft state. The transitions are accompanied
by radio flaring activity (Gleissner et al., 2004a; Wilms et al., 2007).

Additionally to radio and X-ray measurements, individual detections of the source
at even higher energies have been reported. Malzac et al. (2008) reported a 0.15–1 TeV
detection with the MAGIC telescope during a bright hard state of the source and
pointed out that the source was not detected at TeV energies during a following X-ray
flare. A transient 100Mev – 3GeV gamma-ray emission was observed by the AGILE
satellite on 2009 October 16 in a position consistent with that of Cyg X-1. However,
AGILE did not detect any other high energy events from Cyg X-1 in the time period
from 2007 July to 2009 mid-October (Sabatini et al., 2010). Interestingly, Cyg X-1 was
also not detected with the Fermi gamma-ray satellite to date, even during the AGILE
detection (J. Wilms, priv.comm.).

A fully consistent picture that would connect all the spectral and timing properties
of the source at different energies is still lacking, although there is a general idea of
which components are there and which part of the variability they might contribute to
(cf. Fig. 2.11). There are, however, still open questions: how is the corona connected to
the base of the jet? Do jets contribute to the X-ray regime and how much? What is
the origin of the timing variability components? Are the jets indeed absent in the soft
state? How exactly do state transitions take place? Answering this and other questions
for Cyg X-1 will help to better understand accretion in other sources, both within and
outside our galaxy.
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3 Radiative Processes
Radiative processes discussed in this chapter constitute the basis of the understanding
of the spectral shape of black hole binaries. A much more detailed discussion is given in
the classic book by Rybicki & Lightman (1979) on which this chapter is mainly based.

The black body radiation, introduced in Sec. 3.1, is the basis for the radiation from
accretion discs. Comptonization (Sec. 3.2) explains the power law spectra of BHBs at
high energies. Synchrotron radiation (Sec. 3.3) mainly defines the radio spectrum but
can also contribute at the X-ray energies. Finally reflection features like the Iron Kα
line (Sec. 3.4) contribute to the total shape of the spectrum and allow for additional
diagnostics of the source geometry.

3.1 Black Body Radiation

The emission of a black body with the temperature T is described by Planck’s law

I(ν, T ) =
2hν3/c2

exp(hν/kT )− 1
(3.1)

(e.g., Rybicki & Lightman, 1979) with I(ν, T ) being the intensity of the emission
of electromagnetic waves with the frequency ν per solid angle, emission surface and
frequency. The total luminosity of a black body corresponds to the area under the
curve described by Eq. 3.1 - therefore, to obtain the total luminosity Eq. 3.1 has to be
integrated.

An accretion disc will emit a black body spectrum at any point of its surface
according to the local temperature at this point, which in the standard picture follows a
T ∝ R−3/4 profile. The total spectrum will consist of an overlay of different black body
components. Following Mitsuda et al. (1984) this is often called a multicolour disc.

3.2 Comptonization

A typical spectral shape for BHBs in the hard state is, as explained in Sec. 2.4, a power
law in the X-ray band with an exponentially cutoff at high energies. This shape can, as
will be shown in the following, be explained by Comptonization. An in-detail derivation
is given, e.g., by Rybicki & Lightman (1979).

In its most simple form Compton scattering describes the scattering of a single
photon with a single stationary electron. After the scattering, a photon with an initial
energy E will have the energy

E ′ =
E

1 + E
mec2

(1− cos θ)
(3.2)

if its propagation direction changes by the angle θ.
For small photon energies (E � mec

2) and averaging over all angles θ the relative
energy change is

∆E

E
≈ E

mec2
(3.3)
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Compton Scattering 6

Compton Scattering

E’, p
’

E, p θ

T

Thomson scattering: initial and final photon

energy are identical.

But: in QM: light consists of photons

=⇒ Scattering: photon changes direction

=⇒ Momentum change

=⇒ Energy change!

This process is called Compton scattering.

Energy/wavelength change in scattering (see handout):

E′ =
E

1 + E
mec2(1 − cos θ)

∼ E

(

1 −
E

mec2
(1 − cos θ)

)

(3.13)

λ′ − λ =
h

mec
(1 − cos θ) (3.14)

where h/mec = 2.426 × 10−12 m (Compton wavelength).

Averaging over θ, for E ≪ mec:
∆E

E
≈ −

E

mec2
(3.15)

E.g., at 6.4 keV, ∆E ≈ 0.2 keV.

3–9

The derivation of Eq. (3.13) is most simply done in special relativity using four-vectors. In the following, we will use capital letters for four-vectors and small letters for
three-vectors. Furthermore, we will adopt the convention

P ·Q = P0Q0 − P1Q1 − P2Q2 − P3Q3 (3.16)

for the product of two four vectors, following, e.g., the convention of Rindler (1991, Introduction to Special Relativity).

The four-momentum of a particle with non-zero rest-mass, m0, e.g., an electron, is

Q = m0γ

(

c

v

)

=

(

m0γc

q

)

(3.17)

where v is the velocity of the particle and q its momentum. As usual, γ = (1 − (v/c)2)−1/2. The square of Q is

Q2 = m2
0γ

2c2 −m2
0γ

2v2 = m2
0c

2γ2

(

1 −

(

v2

c2

))

= m2
0c

2 (3.18)

Obviously, Q2 is relativistically invariant.

In the same spirit, the four-momentum of a photon is

P =
E

c

(

1

û

)

(3.19)

where û is an unit-vector pointing into the direction of motion of the photon. Note that for photons

P2 = 0 (3.20)

as the photon’s rest-mass is zero.

We will now look at the collision between a photon and an electron. We will denote the four-momenta after the collision with primed quantities.

Conservation of four-momentum requires
P+Q = P′ +Q′ (3.21)

We now use a trick from Lightman et al. (1975, Problem Book in Relativity and Gravitation), solving this equation for Q′ and squaring the resulting expression:

(P+Q−P′)2 = (Q′)2 (3.22)

Since the collision is elastic, i.e., the rest mass of the electron is not changed by the collision,

Q2 = (Q′)2 (3.23)

3–9

furthermore, P2 = (P′)2 = 0, such that
P ·Q−P ·P′ −Q ·P′ = 0 ⇐⇒ P ·P′ = Q · (P−P′) (3.24)

But in the frame where the electron is initially at rest,

Q · (P−P′) = mec

(

E

c
−

E′

c

)

= m(E − E′) (3.25)

P ·P′ =
E

c

E′

c
(1 − û · û′) =

EE′

c2
(1 − cos θ) (3.26)

where θ = ∠(û, û′). Inserting into Eq. (3.24) and solving for E′ gives Eq. (3.13).
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Compton Scattering
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The proper derivation of cross

section is done in quantum

electrodynamics.

In the limit of low energies:

will find Thomson result, for

higher energies: relativistic

effects become important.

For unpolarized radiation,

dσes

dΩ
=

3

16π
σT

(

E′

E

)2(
E

E′
+
E′

E
− sin2 θ

)

(3.27)

(Klein-Nishina formula).

1

Figure 3.1: Differential Klein-
Nishina cross section for different
initial energies of the photon. Note
the strong beaming effect with in-
creasing energy.
(Figure created by J.Wilms)

In the limit of low energies, the cross section for the Compton scattering is the Thompson
cross section σT

σT =
8π

3

(
q2

4πε0mc2

)2

(3.4)

which, for an electron, has the value of σT ≈ 6.65 · 10−25cm2. For higher energies,
effects of quantum electrodynamics have to be taken into account. The differential cross
section is then described by the Klein-Nishina formula

dσkn

dΩ
=

3

16π
σT

(
E ′

E

)2 (
E

E ′ +
E ′

E
− sin2 θ

)
(3.5)

Figure 3.1 illustrates the dependency of the differential Klein-Nishina cross section
on the initial energy of the photon and the viewing angle. With increasing initial energy,
less and less photons are scattered to higher angles while the maximum value for the
cross section, the one for θ = 0 remains constant.

The total cross section is obtained by integrating Eq. 3.5, which gives

σkn =
3

4
π

[
1 + x

x3

{
2x(1 + x)

1 + 2x
− ln(1 + 2x)

}
+

1

2x
ln(1 + 2x)− 1 + 3x

(1 + 2x2)

]
(3.6)

where x = E/mec
2.

In a astrophysical framework the electron will be in motion, not stationary as
assumed so far. In this case, Lorentz transformation between the observer’s frame of
rest (in which the calculations have been done so far) and the electron frame of rest
have to be made and beaming effects play a major role.

When assuming a Maxwellian distribution of the electron, i.e., thermal Comptoniza-
tion with a temperature T , the relative energy change is not given by Eq. 3.3, but
instead by

∆E

E
≈ 4kT − E

mec2
= A (3.7)

where k is the Boltzmann-constant and A the Compton amplification factor. Two cases
are possible: either ∆E > 0 for E < kT and the photons gain energy and the electron
gas cools down, or E > kT and therefore ∆E < 0, i.e., the photons loose energy and
the gas heats up.

A real electron gas has a spatially extended structure and the photons undergo
multiple scatterings before leaving the electron medium. For a hot electron gas (E �
kTe) the total energy change is roughly the product of the relative energy change per
scattering and the number of scattering events a photons undergoes.
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If the hot gas has an electron density of ne and occupies a region of the size l, the
optical depth of this gas will be τe = neσTl and the number of scattering according
to the theory of random walk is max(τe, τ

2
e ). The relative energy change of a photon

undergoing Compton scatterings – the so-called Compton y-parameter – in this medium
is then approximately

y =
4kTe

mec2
max(τe, τ

2
e ) (3.8)

Note that the number of scatterings is proportional to the optical depth for optically
thin media and increases quadratically with the optical depth for optically thick media.

A description of the evolution of the photon distribution as the scatterings take place
is necessary to obtain the whole spectrum. It is achieved with the so-called Kompaneets
equation for weak scattering with non-relativistic thermal electrons (see Padmanabhan,
2000). This equation has generally to be solved numerically.

The power law shape of the spectrum can, however, be justified as in the following
simpler argumentation: after a scattering, a photon with the initial energy Ei will have
the energy E = EiA, therefore the photon energy after k scatterings is

Ek = EiA
k (3.9)

In a material with optical depth τe and therefore a mean free path s = 1/τe, the
probability pk(τe) to undergo k scatterings is

pk(τe) = τe (3.10)

For N(Ei) photons with the initial energy Ei the number of photons emerging from
the scattering medium with the energy Ek is then

N(Ek) ∼ N(Ei)(1 + A)k ∼ N(Ei)

(
Ek

Ei

)−α

with α = − ln τe

ln A
(3.11)

such that the the spectrum of the emerging photons has a power law shape.
In the context of microquasars Comptonization processes are assumed to take place

in the corona (see Sec. 2.2). The basic idea is, that photons – the so-called seed photons
for the Comptonization – emerge from the accretion disc as essentially a (multicolour)
black body spectrum and are up-scattered in the optically thin, hot plasma of the
corona.

3.3 Synchrotron Radiation

A rigorous derivation for the synchrotron radiation is given, e.g., by Rybicki & Lightman
(1979, p. 167ff) or Padmanabhan (2000, p. 304ff). In the following a qualitative
discussion is given.

Synchrotron radiation is basically magnetobremsstrahlung – radiation emitted by
relativistic electrons in a magnetic field (the non-relativistic case is cyclotron radiation).
To derive the synchrotron radiation spectrum first a single electron is considered and
than an electron distribution is taken into account.

In an uniform magnetic field B the motion of an electron with the mass me, charge
e and total velocity v is helical: the velocity is constant in the direction of the magnetic
field and circular in the plane orthogonal to it with the gyration frequency

ωB =
eB

γmec
(3.12)
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1

Figure 3.2: Emission
cones of an electron
at different point of
its trajectory.
(from: Rybicki &
Lightman, 1979,
Fig. 6.2)

where γ = (1− β2)−1/2 = (1− v2/c2)−1/2 is defined as usual and ωB = ωL/γ with the
Larmor frequency ωL.

Assuming a isotropic velocity distribution and averaging over all pitch angles (angles
between field and velocity) yields the total emitted power:

P =
4

3
σTcβ2γ2B2

8π
(3.13)

Note that P ∝ σT and therefore for general charged particles P ∝ m, which means
that the contribution of particles with higher mass than that of the electron to the
synchrotron radiation can be neglected.

In the electron’s frame of rest, the radiation of an individual electron will be that
of a dipole. When transferred into the observer’s frame of rest, however, it will be
forward beamed, i.e., concentrated into a cone with the opening angle ∆θ ≈ γ−1. In
the electron’s frame of rest, this beam will pass the observer during a time (cf. Fig. 3.2)

∆t =
∆θ

ωB

(3.14)

To obtain the duration of the pulse τ in the observer’s frame of rest, the Doppler shift
has to be taken into account. For highly relativistic electrons with β ∼ 1, τ then can
be approximated by:

τ = (1− β)∆t ≈ 1

γ2ωB

(3.15)

and the characteristic frequency of the radiation is then:

ωc = γ2ωB =
eB

mec

(
E

mec2

)2

(3.16)

The observed time dependent E-field from one electron is therefore a series of pulses
with the width τ . These pulses can be approximated by δ functions, so that the spectral
energy distribution of a single electron (cf. Eq. 3.13) becomes

Pν(γ) =
4

3
σTcβ2γ2B2

8π
δ(ν − γ2νB) (3.17)

where ν = ω/(2π).
Contributions of individual electrons have to be accordingly weighted when an

electron distribution n(γ) is considered:

Pν =

∞∫
−∞

Pν(γ)n(γ)dγ (3.18)
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Figure 3.3:
Synchrotron spec-
trum from a power
law electron distri-
bution of electrons
where the synchrotron
self-absorption is
taken into account.
(after: Rybicki &
Lightman, 1979,
Fig. 6.12)

which for the astrophysically important case of non-thermal synchrotron radiation where
the electrons have a power law energy distribution n(γ)dγ = n0γ

−pdγ becomes:

Pν =
2

3
σTcn0

B2

8π

1

νB

(
ν

νB

)− p−1
2

(3.19)

The spectrum is again a power law distribution. Thus the spectral shape of the
synchrotron radiation allows to deduce the electron distribution.

Similar results are obtained analytically without approximations. Polarisation has
to be taken into account for these calculations – see Rybicki & Lightman (1979) for
details. An important result that cannot be obtained in the approximation presented
here is that the synchotrotron spectrum is polarised. A polarisation measurement can
therefore be used to confirm or disprove a synchrotron origin for the radiation of a
certain source and to measure the direction of the magnetic field.1

A further effect that needs to be taken into account is that not all photons, as tacitly
assumed so far, escape the synchrotron emitting system. A part of them is reabsorbed.
Below a cutoff frequency, the electrons are optically thick for the synchrotron radiation,
above this frequency the medium is optically thin. It can be shown that for a power law
distribution of electrons, the spectral distribution below the break frequency follows:

Pν ∝ ν5/2 (3.20)

independent of the power law index p of the distribution. Fig. 3.3 shows a sketched
synchrotron spectrum of a power law electron distribution with both optically thick
and optically thin regions presented. How the flat radio typical for jets is achieved by
combining single synchrotron spectra of different electron distributions within the jet is
shown in Fig. 2.4.

3.4 Relativistic Iron Line

An important role in the shaping of the X-ray spectra of accreting systems - whether
BHBs or AGN - plays the irradiation of cold material in the vicinity of the accreting

1Note that inhomogeneities in the B field will decrease the degree of polarisation and the magnetic
field in astrophysical sources is most likely not absolutely homogeneous.
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Kα Line Diagnostics
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MCG−6-30-15 (z = 0.008): first AGN with relativistic disk line

Tanaka et al. (1995): time averaged ASCA

spectrum: line skew symmetric

=⇒ Schwarzschild black hole.

Iwasawa et al. (1996): “deep minimum

state”: extremely broad line

=⇒ Kerr Black Hole.

Later confirmed with BeppoSAX (Guainazzi et al., 1999) and RXTE (Lee et al., 1999).
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ASCA: Average Seyfert Fe Kα profile contains a narrow core and a red

and blue wings, but they are much weaker than MCG−6-30-15.

Best case: MCG−6-30-15

1

Figure 3.4: Line shape of the Iron Kα
line in dependency of the inclination
angle i (upper left panel), the emissivity
profile r−α (upper right panel) and the
spin of the central black hole a (lower
left panel). The dashed line indicated
the energy of 6.4 keV a simple Fe Kα
line without any further effects has.
Data courtesy of T. Dauser

object by X-rays. The most striking of the so generated features is the Kα fluorescence
line of Iron (Fe) at about 6.4 keV. The shape of the iron line is hereby one of the few
existing probes for the physics in the direct vicinity of a black hole. A detailed overview
is given by Reynolds & Nowak (2003), while Fabian et al. (2000) offer a shorter, but very
instructive review which mainly concentrates on AGN. Dauser et al. (2010) improve the
modelling of the line - most of the figures presented here are results of the calculations
performed for their work.

The line profile of a non-relativistic rotating annulus would be double peaked, as
part of the emitting region is moving away from and part towards the observer. Effects
of special relativity (transverse Doppler shift, beaming) skew the line: the blue peak
increases in intensity and moves to lower energies (but is still above 6.4 keV), the read
peak is smeared into lower energies. This is enforced by the gravitational redshift. The
final line profile as summed over all annuli is broad and skewed (Fabian et al., 2000).
Additionally, the line shape is determined by the inclination of the system, i.e., the
viewing angle of the disc, by the emissivity profile of the disc and the spin of the central
black hole. Relativistically broadened Fe Kα lines have therefore been used to constrain
the spin of AGNs (Brenneman & Reynolds, 2006).

Fig. 3.4 presents how the line shape is influenced by changes in the inclination i,
the emissivity profile r−α and the black hole spin a, with a = 1 being the maximally
spinning black hole (Kerr black hole) with the black hole spin parallel and a = −1 the
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maximally rotating black hole with the spin anti-parallel to the spin of the accretion
disc. Note that |a| = 1 is valid only approximnately: Thorne (1974) have shown that a
spin-up beyond a = 0.998 is prevented by the fact, that the radiation emitted by the
disc and swallowed by the black hole produces a counteracting torque. The case is more
compplicated for a counterspinning black hole and as far as known not derived in the
literature in detail: relativistic boosting and the increased value of the ISCO (∼ 9Rg)
work against each other when determining the maximal possible value.
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4 Instrumentation and Data
Reduction
To conduct exact analysis, a thorough understanding of the instruments and data
reduction pipelines used is required. This will become especially evident in the case
of INTEGRAL in Chapter 7, where instrumental reasons are a major hindrance for
scientific analysis.

In this chapter the basic functional principles of proportional counters and coded
masc instruments are explained (Sec. 4.1), which are necessary to understand the
following more detailed introduction into the RXTE (Sec. 4.2) and INTEGRAL (Sec. 4.3)
satellites and their respective instruments and data reduction procedures. Lastly, the
radio telescope Ryle/AMI is shortly introduced in Sec. 4.4.

4.1 X-ray Detectors

Although optical astronomy achieves better results with space based experiments, it is
doable in high quality on the ground. X-ray astronomy, however, is fully dependent on
space experiments1, as the atmosphere filters out the X-ray radiation. This introduces
additional technical problems when building X-ray detectors: they have to be robust
enough to withstand the launch and function in space without repairs but at the
same time light enough to be brought into space with reasonable costs. In principle,
detectors can be divided in two main categories: non-imaging detectors, such such as
the proportional counter units (PCUs) on board RXTE, or imaging detectors, such as
charge coupled devices (CCDs) or position sensitive proportional counters. Images are
formed either by means of Wolter telescopes, such as those on board XMM-Newton or
the planned German experiment eROSITA, or via coded masks, as in the ISGRI and
JEM-X experiments on board INTEGRAL.

Especially important for this work are proportional counters and coded mask
instruments.

4.1.1 Proportional Counters

A good overview of proportional counters is given, e.g., by Grupen & Schwartz (2008),
p. 97ff. Here only the basics as necessary to understand the instruments used can be
conveyed.

The simplest kind of X-ray detectors are ionisation chambers, where the basic design
is that of a gas-filled parallel plate capacitor. An incoming photon is absorbed in the
detector gas and an electron is ejected from the K-shell with an energy proportional to
the initial energy of the photon. Further N charges are produced through collisional
ionisation. This leads to the induction of charges on the capacitors. When the charge
is drained via a resistance, a measurement of the charge and therefore the initial energy
of the photon can be made (Kleinknecht, 1998). This basic principle also underlies the
proportional counters.

The signals from a simple ionisation chamber are however very weak since only
the primary charge is measured. An amplification is therefore required. This can be

1Balloon flights, which were used a lot during the beginning phase of X-ray astronomy, are still of
some importance, but they do not allow for long-term campaigns as those these work is based on.
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achieved by changing the shape of the construction: the anode is implemented as a
thin wire in the middle of a cylindrical cathode. Photons then reach the inside of the
detectors, e.g., via windows built into the cathode. The electric field next to the anode
is very strong, such that the ionised particles are strongly accelerated. Again, collisional
ionisation takes places. The ionised particles are now accelerated: a cascade forms. The
measured voltage is approximately proportional to N , the number of particles ionised by
the ejected K-shell electron. This principle of operation is also used by Geiger counters,
which, however, operates at a higher voltage between the anode and the cathode, where
the direct proportionality is not valid anymore.

Typical operational voltages for proportional counters are in the order of 100–1000 V,
depending on the detector gas used. To be able to operate under a smaller voltage and
to minimise excitation losses, inert gases are used.

The choice of Xenon for astronomical detectors is motivated by the probability of
absorption which is proportional to the number of the protons Z: σabs ∝ Z4...5. As at
the same time σabs ∝ E−3, proportional counters are only usable below a threshold of
about 100 keV. An important modification are so-called position sensitive proportional
counters where multiple crosswise arranged anodes and modified read-out electronics
allow a detection of the position of the initial photon (Kleinknecht, 1998).

An important characteristic is the detector dead time: during an ongoing shower an
incoming photon will not be registered as a single event. Therefore cascades have to be
short to allow for observations of bright sources. This is achieved by adding ‘quenching
gas’ to the primary gas: on very short timescales of under one µs this gas will absorb
the UV photons emitted by the excited ions and prevent the formation of new cascades
due to the photoeffect.

An example for an X-ray instrument making use of proportional counters is the
Proportional Counter Array (PCA) on board RXTE, (Sec. ??

4.1.2 Coded Mask Instruments

No imaging with mirrors2 is possible above ∼ 30 keV. For a 20 keV photon, for example,
the critical angle, at which total refraction would occur, drops to about 0.45× 10−3 (see
Fürst, 2008, for the calculation). Other approaches are therefore necessary to allow for
imaging at higher energies.

A widely employed possibility are coded mask detectors – basically a combination
of a plate with multiple holes with a detector providing positional information (in’t
Zand, 1992). Every source will cast a shadow of the mask on the detector plane.
The combination of these shadows, the shadowgram, is a convolution of the source
distribution with the mask.

The mask pattern is chosen in such a way that the shadow cast from any source at
any position on the sky is unique, i.e., the autocorrelation of the mask function should
consist of a single sharp peak with no pronounced further features3 (in’t Zand, 1992).
The reconstruction of the image can then proceed in an iterative way reminiscent of
the image reconstruction in radio interferometry: the brighter source in the field is
found, removed from the shadowgram and the search for the next brightest source

2For an introduction into X-ray mirrors see Aschenbach (1985); since no imaging instruments using
X-ray mirrors are used in this work, they are not explained here in detail.

3A perfect pattern will however not be possible for technical reasons including the impossibility to
build mask elements that are totally transparent or non-transparent in X- and γ-rays and the fact that
the mask elements need sufficient supporting structure.
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Figure 4.1: Principle of coded mask in-
struments on the example of the ISGRI in-
strument on board the INTEGRAL satel-
lite. The instrument consists of the partially
transparent mask ©a and the position sensi-
tive detector plane ©b . ©c denotes the field
of view. Each source (represented by red
and violet stars here) casts a shadow image
(shadowgram) – the combined shadowgram
is recorded in the detector plane.
image courtesy of ISDC/Univ.Geneva

continues in the same way. This method is called Iterative Removal of Sources or short
‘IROS’-method (Groeneveld, 1999). Computationally this is possible by using the cross
correlation function. When the response of a pixel located at x, y is defined by

R(x, y) = C(x, y)− 〈C〉 (4.1)

with C(x, y) the count rate in the considered pixel and 〈C〉 the mean count rate over
the whole detector, it can be compared to the response of a source located at α, δ on
the sky by searching for the maximum of the cross correlation function CCF:

CCF(α, δ) =

∫∫
∀x,y

R(x, y)R(x, y; α, δ)dxdy (4.2)

The maximum of CCF corresponds to the real source position.
This basic method is however only that simple for an ideal detector. Skinner

(1995) offer a short overview over the coding and decoding methods for coded masks
and disucuss especially the effects imperfection, which will always be present in real
detectors, introduce as compared to the well understood ideal case. A discussion of the
disadvantages (high intrinsic background, high computational costs of even a single
image) and advantages (wide field of view and broad spectral coverage) of the coded
mask technique is presented by Skinner (2004)4. A comprehensive discussion of coded
mask instruments is given by Groeneveld (1999) (in German).

4The conclusion of Skinner (2004) cannot be left unmentioned in the context of this work:

Coded mask telescopes are indirect and inefficient. [...] But nevertheless there are
important regions of parameter space in which they are the preferred technique and (like
certain members of the scientific community) they are likely to continue to be employed
despite their idiosyncracies.
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4.2 RXTE

4.2.1 The Satellite

The first important satellite used for this work is the Rossi X-ray Timing Explorer
(RXTE)5, an ongoing hard X-ray mission lead by NASA and launched on 30th December
1995. An overview of the mission is given on the official website of RXTE 6, which is
also used as one of the main sources here. The instrumentation of the mission consists
of three instruments (see Fig. 4.2): the Proportional Counter Array (PCA) (Jahoda
et al., 1996, 2006) for the lower energy range of initially 2–60 keV, the High Energy
X-ray Timing Experiment (HEXTE) (Rothschild et al., 1998) for the higher energy
range of 15–200 keV and the All-Sky Monitor (ASM) (Levine et al., 1996), which allows
to monitor up to 80% of the sky within one RXTE orbit in the 1.5–12 keV range. The
satellite is in a low Earth orbit with an initial altitude of about 600 km, corresponding
to an orbital period of about 90 min7. This, together with the existence of the so-called
South Atlantic Anomaly (SAA), which is crossed by RXTE during some of the orbits,
determines the maximal length of an uninterrupted observation of a source.

The X-ray timing capabilities of RXTE, which can resolve timescales up to 1µs,
have been (and due to the lack of a successor in the foreseeable future continue to be so)
of crucial importance for understanding and often at all first detecting timing properties
of X-ray emitting objects. Hardly any review paper discussing timing properties does
so without mentioning RXTE as the instrument today’s timing analysis in X-rays is
dependent on (see Belloni, 2010; McClintock & Remillard, 2006, etc.). Of additional
importance is the ability of the ASM to detect X-ray transients and therefore allow to
trigger pointed observations with RXTE and/or other instruments.

A comprehensive, yet comparatively short overview over the spacecraft and all its
instruments is provided by Kreykenbohm (2004).

4.2.2 ASM

The ASM (Levine et al., 1996) consists of three Scanning Shadow Cameras mounted
on a boom, which can be rotated to allow for better scanning of the sky (Fig. 4.3, left
panel). Every camera consists of position sensitive proportional counters behind a slit
mask (Fig. 4.3, right panel), the ASM is therefore a simple coded mask instrument.

All three cameras operate in the energy range of 1.5–12 keV, which is subdivided
into three channels with the range of roughly 1.5–3 keV, 3–5 keV, and 5–12 keV. If not
explicitly stated otherwise all ASM data used for this work are for the full 1.5–12 keV
range.

The field of view is 6◦ by 90◦ and the spatial resolution 3′ by 15′. The nominal
sensitivity is 30mCrab. The sky coverage is highly stochastic and a randomly chosen
source is scanned about 5 to 10 times a day, allowing for the monitoring of its long-term
behaviour.

Observers do not analyse raw ASM data. Data products are provided at http:

//heasarc.gsfc.nasa.gov/docs/xte/asm products.html. A 3% uncertainty in flux
values is inherent to all the ASM data and already included in the data products
provided.

5Also referred to as just XTE sometimes.
6 http://heasarc.gsfc.nasa.gov/docs/xte/XTE.html
7Nowadays, the altitude is about 500 km as the satellite lost ∼ 100 km in the past 15 years.
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3.2. X-RAY DATA – ROSSI X-RAY TIMING EXPLORER CHAPTER 3. DATA

Figure 3.3: Schematic view of the RXTE spacecraft. Its instruments are labeled. There is the
All-Sky Monitor (ASM) consisting of three wide-angle shadow cameras. Five Proportional Counter
Units (PCUs) form the Proportional Counter Array (PCA). The High Energy X-ray Timing Ex-
periment (HEXTE) consists of two clusters A and B. Not labeled are the solar panels, which are
located on the sides of the satellite and its antennas, which are mounted on the outside. There are
also two star trackers aboard the satellite (above PCA in this picture). They are necessary for the
alignment of the satellite. (Rothschild et al., 1998, Fig. 1)

There are three different instruments aboard the spacecraft, namely the All-Sky Monitor (ASM;
Levine et al., 1996), the Proportional Counter Array (PCA; Jahoda et al., 1996, 2006) and the High
Energy X-ray Timing Experiment (HEXTE; Rothschild et al., 1998). Their set-up on the satellite
is illustrated in Fig. 3.3. The important characteristics of the instruments will be described in the
following, detailed information can be found in the noted references.

3.2.1 All-Sky Monitor

As its name indicates the purpose of the All-Sky Monitor (ASM) is to scan the whole sky and
monitor X-ray sources. The spectral range of the ASM extends from about 2 to 10 keV. The ASM
consists of three identical scanning shadow cameras (SSCs), which are mounted on a rotatable
boom. Each of them has a wide field of view (FOV) of 6◦ × 90◦. Due to the arrangement of the
cameras most of the sky (about 80%) can be scanned every 90 minutes. This arrangement can be
seen in Fig. 3.4, its position on the satellite is illustrated in Fig. 3.3. The region which is close
to the Sun is not scanned, because of the X-ray emission of the sun. Performing in this way the

24

1

Figure 4.2: Top view on the RXTE spacecraft. Visible are the five PCA proportional
counter detectors, the two HEXTE clusters, each consisting of four detectors, and
the ASM instrument. Solar panels are located on the sides of the spacecraft and the
antennas on the outside. Above the PCA instrument the two star trackers of RXTE
are visible. (Rothschild et al., 1998, Fig. 1)

4.2.3 PCA

Basic Properties of the Instrument

The PCA8 (Jahoda et al., 1996, 2006) consists of five identical co-aligned proportional
counter units (PCUs), labelled 0 to 4. A cut through one of the PCUs is presented
in Fig. 4.4. The detector has five gas layers each of which is a proportional counter
itself. The top propane layer acts as a veto layer. It is followed by three Xenon detector
layers and a Xenon veto layer. As the size of the detectors is large, a net of anodes is
used. The outermost anodes of the three inner layers are used as veto layers (all veto
layers are marked in grey in Fig. 4.4). This construction allows to distinguish between
real source photons entering from above and unwanted background photons from other
directions (Jahoda et al., 2006). Note that layers have different quantum efficiencies, as

8Official website with a good overview over different PCA related publications and additional
unpublished material can be found under http://astrophysics.gsfc.nasa.gov/xrays/programs/
rxte/pca/
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anodes, and on January 12, SSC 2 developed similar break-
down on one anode. All three PSPCs were then turned off so
the problems could be investigated. No cause for the break-
down events was identified. However, procedures were
adopted to avoid operations in additional high-background
regions and whenever the Sun with its high X-ray flux could be
in the FOV. Both malfunctioning PSPCs were recovered by
letting the breakdown proceed until it largely ceased, probably
because of the discharge eroding the carbon from the entire
lengths of the affected anodes. “Normal” operation com-
menced for SSC 1 with all eight anodes on February 22, for
SSC 2 with seven anodes on March 12, and for SSC 3 with six
anodes on March 19. Since these dates, the operation has been
essentially continuous except for a few days when operational
difficulties intervened. Currently, the ASM collects useful data
with a duty cycle of 140%. This duty cycle, together with
spacecraft maneuvers that are planned to carry out the observ-
ing program of the other RXTE instruments, produces a highly
stochastic pattern of sky coverage with a randomly chosen
source being scanned typically five to 10 times per day.

The gain of the three PSPCs has remained stable to 11%
since launch, as determined by measurement of 6 keV X-rays
from weak 55Fe calibration sources.

3. DATA ANALYSIS

The analysis proceeds by computing intensities for sources
listed as active in a master catalog and then by searching for
and locating additional sources. The master catalog includes
all X-ray sources with accurate positions (uncertainty,39) and
recorded instances of X-ray flux.3 mCrab at 2–10 keV. Many
of these sources are transient in nature and may be below the
ASM detection threshold for years at a time. Therefore, the
catalog flags as active only the sources we may expect to detect
with the ASM. This helps avoid needless problems with source
confusion and computation time.
Source intensities are obtained from the solution of a linear

least-squares fit of position histograms with model shadow
patterns for each active source within the field of view and with
patterns representing non–X-ray and diffuse X-ray back-
grounds (cf. Doty 1988). The amplitudes of the patterns are
taken as free parameters. First, an unweighted fit is computed.
The fit is then iterated twice using as weights the reciprocals of
the variances of the counts per bin expected from the solution
computed in the previous iteration. The fit solution also yields
estimates of the uncertainties of the derived intensities; these
uncertainties are based purely on the photon counting statis-
tics predicted by the best-fit model.
Two types of problems with the analysis are currently

addressed as follows. First, the fit is repeated with sources
whose fitted intensities are below two standard deviations
being removed one at a time until no more such intensities are
obtained from the fit. This is done to eliminate negative fitted
source intensities from the model and also to help reduce

FIG. 2.—(a) Position histogram obtained 1996 April 19 with Sco X-1 at
20$67, 23$0 from the center of the FOV in the narrow and long directions,
respectively. There were also 10 other sources from the active catalog in the
field, but the brightest of these was17% as bright as Sco X-1. One position bin
corresponds to a region of width 10.25 mm. (b) Model histogram and (c)
residuals, i.e., the difference between the observed data and the model. The
magnitude of the residuals illustrates a need to improve the histogram model
by refining calibration parameters. The reduced x2 statistic for the fit of the
data from all eight anodes is 1.87.

FIG. 1.—Top lef t: Schematic diagram showing the relative orientations of
the SSCs as configured on the ASM. Top right: The centers of the fields of view
(FOVs) of SSC 1 and SSC 2 are approximately co-aligned perpendicular to the
ASM rotation axis. The long axes of their FOVs are tilted by 1128 and 2128
relative to the rotation axis. The center of the FOV of SSC 3 is pointed parallel
to the rotation axis. The view direction of the other two RXTE instruments is
indicated. Bottom: Schematic diagram of an SSC illustrating the major com-
ponents. One subsection of the mask is actually nearly as long as the Be
window.
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anodes, and on January 12, SSC 2 developed similar break-
down on one anode. All three PSPCs were then turned off so
the problems could be investigated. No cause for the break-
down events was identified. However, procedures were
adopted to avoid operations in additional high-background
regions and whenever the Sun with its high X-ray flux could be
in the FOV. Both malfunctioning PSPCs were recovered by
letting the breakdown proceed until it largely ceased, probably
because of the discharge eroding the carbon from the entire
lengths of the affected anodes. “Normal” operation com-
menced for SSC 1 with all eight anodes on February 22, for
SSC 2 with seven anodes on March 12, and for SSC 3 with six
anodes on March 19. Since these dates, the operation has been
essentially continuous except for a few days when operational
difficulties intervened. Currently, the ASM collects useful data
with a duty cycle of 140%. This duty cycle, together with
spacecraft maneuvers that are planned to carry out the observ-
ing program of the other RXTE instruments, produces a highly
stochastic pattern of sky coverage with a randomly chosen
source being scanned typically five to 10 times per day.

The gain of the three PSPCs has remained stable to 11%
since launch, as determined by measurement of 6 keV X-rays
from weak 55Fe calibration sources.

3. DATA ANALYSIS

The analysis proceeds by computing intensities for sources
listed as active in a master catalog and then by searching for
and locating additional sources. The master catalog includes
all X-ray sources with accurate positions (uncertainty,39) and
recorded instances of X-ray flux.3 mCrab at 2–10 keV. Many
of these sources are transient in nature and may be below the
ASM detection threshold for years at a time. Therefore, the
catalog flags as active only the sources we may expect to detect
with the ASM. This helps avoid needless problems with source
confusion and computation time.
Source intensities are obtained from the solution of a linear

least-squares fit of position histograms with model shadow
patterns for each active source within the field of view and with
patterns representing non–X-ray and diffuse X-ray back-
grounds (cf. Doty 1988). The amplitudes of the patterns are
taken as free parameters. First, an unweighted fit is computed.
The fit is then iterated twice using as weights the reciprocals of
the variances of the counts per bin expected from the solution
computed in the previous iteration. The fit solution also yields
estimates of the uncertainties of the derived intensities; these
uncertainties are based purely on the photon counting statis-
tics predicted by the best-fit model.
Two types of problems with the analysis are currently

addressed as follows. First, the fit is repeated with sources
whose fitted intensities are below two standard deviations
being removed one at a time until no more such intensities are
obtained from the fit. This is done to eliminate negative fitted
source intensities from the model and also to help reduce

FIG. 2.—(a) Position histogram obtained 1996 April 19 with Sco X-1 at
20$67, 23$0 from the center of the FOV in the narrow and long directions,
respectively. There were also 10 other sources from the active catalog in the
field, but the brightest of these was17% as bright as Sco X-1. One position bin
corresponds to a region of width 10.25 mm. (b) Model histogram and (c)
residuals, i.e., the difference between the observed data and the model. The
magnitude of the residuals illustrates a need to improve the histogram model
by refining calibration parameters. The reduced x2 statistic for the fit of the
data from all eight anodes is 1.87.

FIG. 1.—Top lef t: Schematic diagram showing the relative orientations of
the SSCs as configured on the ASM. Top right: The centers of the fields of view
(FOVs) of SSC 1 and SSC 2 are approximately co-aligned perpendicular to the
ASM rotation axis. The long axes of their FOVs are tilted by 1128 and 2128
relative to the rotation axis. The center of the FOV of SSC 3 is pointed parallel
to the rotation axis. The view direction of the other two RXTE instruments is
indicated. Bottom: Schematic diagram of an SSC illustrating the major com-
ponents. One subsection of the mask is actually nearly as long as the Be
window.
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anodes, and on January 12, SSC 2 developed similar break-
down on one anode. All three PSPCs were then turned off so
the problems could be investigated. No cause for the break-
down events was identified. However, procedures were
adopted to avoid operations in additional high-background
regions and whenever the Sun with its high X-ray flux could be
in the FOV. Both malfunctioning PSPCs were recovered by
letting the breakdown proceed until it largely ceased, probably
because of the discharge eroding the carbon from the entire
lengths of the affected anodes. “Normal” operation com-
menced for SSC 1 with all eight anodes on February 22, for
SSC 2 with seven anodes on March 12, and for SSC 3 with six
anodes on March 19. Since these dates, the operation has been
essentially continuous except for a few days when operational
difficulties intervened. Currently, the ASM collects useful data
with a duty cycle of 140%. This duty cycle, together with
spacecraft maneuvers that are planned to carry out the observ-
ing program of the other RXTE instruments, produces a highly
stochastic pattern of sky coverage with a randomly chosen
source being scanned typically five to 10 times per day.

The gain of the three PSPCs has remained stable to 11%
since launch, as determined by measurement of 6 keV X-rays
from weak 55Fe calibration sources.

3. DATA ANALYSIS

The analysis proceeds by computing intensities for sources
listed as active in a master catalog and then by searching for
and locating additional sources. The master catalog includes
all X-ray sources with accurate positions (uncertainty,39) and
recorded instances of X-ray flux.3 mCrab at 2–10 keV. Many
of these sources are transient in nature and may be below the
ASM detection threshold for years at a time. Therefore, the
catalog flags as active only the sources we may expect to detect
with the ASM. This helps avoid needless problems with source
confusion and computation time.
Source intensities are obtained from the solution of a linear

least-squares fit of position histograms with model shadow
patterns for each active source within the field of view and with
patterns representing non–X-ray and diffuse X-ray back-
grounds (cf. Doty 1988). The amplitudes of the patterns are
taken as free parameters. First, an unweighted fit is computed.
The fit is then iterated twice using as weights the reciprocals of
the variances of the counts per bin expected from the solution
computed in the previous iteration. The fit solution also yields
estimates of the uncertainties of the derived intensities; these
uncertainties are based purely on the photon counting statis-
tics predicted by the best-fit model.
Two types of problems with the analysis are currently

addressed as follows. First, the fit is repeated with sources
whose fitted intensities are below two standard deviations
being removed one at a time until no more such intensities are
obtained from the fit. This is done to eliminate negative fitted
source intensities from the model and also to help reduce

FIG. 2.—(a) Position histogram obtained 1996 April 19 with Sco X-1 at
20$67, 23$0 from the center of the FOV in the narrow and long directions,
respectively. There were also 10 other sources from the active catalog in the
field, but the brightest of these was17% as bright as Sco X-1. One position bin
corresponds to a region of width 10.25 mm. (b) Model histogram and (c)
residuals, i.e., the difference between the observed data and the model. The
magnitude of the residuals illustrates a need to improve the histogram model
by refining calibration parameters. The reduced x2 statistic for the fit of the
data from all eight anodes is 1.87.

FIG. 1.—Top lef t: Schematic diagram showing the relative orientations of
the SSCs as configured on the ASM. Top right: The centers of the fields of view
(FOVs) of SSC 1 and SSC 2 are approximately co-aligned perpendicular to the
ASM rotation axis. The long axes of their FOVs are tilted by 1128 and 2128
relative to the rotation axis. The center of the FOV of SSC 3 is pointed parallel
to the rotation axis. The view direction of the other two RXTE instruments is
indicated. Bottom: Schematic diagram of an SSC illustrating the major com-
ponents. One subsection of the mask is actually nearly as long as the Be
window.
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anodes, and on January 12, SSC 2 developed similar break-
down on one anode. All three PSPCs were then turned off so
the problems could be investigated. No cause for the break-
down events was identified. However, procedures were
adopted to avoid operations in additional high-background
regions and whenever the Sun with its high X-ray flux could be
in the FOV. Both malfunctioning PSPCs were recovered by
letting the breakdown proceed until it largely ceased, probably
because of the discharge eroding the carbon from the entire
lengths of the affected anodes. “Normal” operation com-
menced for SSC 1 with all eight anodes on February 22, for
SSC 2 with seven anodes on March 12, and for SSC 3 with six
anodes on March 19. Since these dates, the operation has been
essentially continuous except for a few days when operational
difficulties intervened. Currently, the ASM collects useful data
with a duty cycle of 140%. This duty cycle, together with
spacecraft maneuvers that are planned to carry out the observ-
ing program of the other RXTE instruments, produces a highly
stochastic pattern of sky coverage with a randomly chosen
source being scanned typically five to 10 times per day.

The gain of the three PSPCs has remained stable to 11%
since launch, as determined by measurement of 6 keV X-rays
from weak 55Fe calibration sources.

3. DATA ANALYSIS

The analysis proceeds by computing intensities for sources
listed as active in a master catalog and then by searching for
and locating additional sources. The master catalog includes
all X-ray sources with accurate positions (uncertainty,39) and
recorded instances of X-ray flux.3 mCrab at 2–10 keV. Many
of these sources are transient in nature and may be below the
ASM detection threshold for years at a time. Therefore, the
catalog flags as active only the sources we may expect to detect
with the ASM. This helps avoid needless problems with source
confusion and computation time.
Source intensities are obtained from the solution of a linear

least-squares fit of position histograms with model shadow
patterns for each active source within the field of view and with
patterns representing non–X-ray and diffuse X-ray back-
grounds (cf. Doty 1988). The amplitudes of the patterns are
taken as free parameters. First, an unweighted fit is computed.
The fit is then iterated twice using as weights the reciprocals of
the variances of the counts per bin expected from the solution
computed in the previous iteration. The fit solution also yields
estimates of the uncertainties of the derived intensities; these
uncertainties are based purely on the photon counting statis-
tics predicted by the best-fit model.
Two types of problems with the analysis are currently

addressed as follows. First, the fit is repeated with sources
whose fitted intensities are below two standard deviations
being removed one at a time until no more such intensities are
obtained from the fit. This is done to eliminate negative fitted
source intensities from the model and also to help reduce

FIG. 2.—(a) Position histogram obtained 1996 April 19 with Sco X-1 at
20$67, 23$0 from the center of the FOV in the narrow and long directions,
respectively. There were also 10 other sources from the active catalog in the
field, but the brightest of these was17% as bright as Sco X-1. One position bin
corresponds to a region of width 10.25 mm. (b) Model histogram and (c)
residuals, i.e., the difference between the observed data and the model. The
magnitude of the residuals illustrates a need to improve the histogram model
by refining calibration parameters. The reduced x2 statistic for the fit of the
data from all eight anodes is 1.87.

FIG. 1.—Top lef t: Schematic diagram showing the relative orientations of
the SSCs as configured on the ASM. Top right: The centers of the fields of view
(FOVs) of SSC 1 and SSC 2 are approximately co-aligned perpendicular to the
ASM rotation axis. The long axes of their FOVs are tilted by 1128 and 2128
relative to the rotation axis. The center of the FOV of SSC 3 is pointed parallel
to the rotation axis. The view direction of the other two RXTE instruments is
indicated. Bottom: Schematic diagram of an SSC illustrating the major com-
ponents. One subsection of the mask is actually nearly as long as the Be
window.
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Figure 4.3: Left panel: Schematic drawing of the three ASM cameras showing their
relative orientation. Right panel: Schematic drawing of one of the shadow cameras.
(after: Levine et al., 1996, Fig. 1)Chapter 4.2: Instruments 71
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Figure 4.3: Schematic of one of the five Proportional CounterUnits (PCUs) of thePCA.
Figure from Wilms (1998).

1. the detectors in question were sometimes switched off to let them rest even
during science observations. Later on, all detectors were affected such that
all detectors are periodically switched off. While at the beginning of the
mission,five PCUs were available to the observer, in the most recent an-
nouncement of opportunity (AO9), in average onlytwo PCUs are switched
on at the same time.

2. Until 1996 March 21, the high voltage of the PCUs was lowered to 1000 V
during SAA passage. After 1996 March 21 they were switched off com-
pletely.

3. The high voltage during science observations was also changed: it was low-
ered from 2000 V in the beginning to about 1950 V in two steps on1996
March 21 and 1996 April 15. On 1999 March 22, the voltage was lowered
to setting 4 instead of setting 5.

A side effect of the voltage changes is an increased nominal energy range from
2 keV to 60 keV to now to 2 keV to over 100 keV. This, however, resulted in a
deterioration of the energy resolution of the instrument. This of course also means

1

Figure 4.4: Schematic
drawing of one of the five
proportional counters of
the PCA. (Wilms, 1998)

can be seen on Fig. 4.5.
A collimator limits the field of view of the PCA to 1◦. This is important as the

PCUs are not position sensitive, therefore observations have to happen in such a way
that only one source is in the field of view of the PCA during the observation.

All detector layers of all PCUs combine to an effective detector area of ∼ 6000 cm2.
The detector is nominally sensitive to photons of 2–60 keV with an original resolution
of 18% at 6 keV (Jahoda et al., 2006). 241Am is used as calibration source as it emits
characteristic 59.6 keV photons – for the placement of the calibration source in the
detector see Fig. 4.4.

To alleviate the effects of the degradation of the detectors, several measures were
taken. Not all PCUs are on during all the observations, with on average only 2 PCUs
being on at a time to let the detectors rest. The PCUs are switched off during the
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and E� and reduces the size of the jumps. For values 0 � f � 1
we define

wf (E�) ¼ w(E�)� 22:0
� �

f þ 22:0: ð2Þ

The value of the parameter f is optimized in our fitting proce-
dure. Our best-fit value for f is 0.4, resulting in a total jump of
40 eV summed across the three L edges.

Our response matrix has an ‘‘instantaneous’’ quadratic rela-
tionship between channel and Ep. Within each high-voltage
epoch we fit a model where

ch(E; T ) ¼ Aþ BEp þ CoE
2
p : ð3Þ

The constant and linear coefficients are time dependent:

A ¼ A0 þ A1�T þ A2(�T )2 ð4Þ

and

B ¼ B0 þ B1�T þ B2(�T )2Ep; ð5Þ

�T is the time in days between T and a reference date T0. The
cause of the time dependence is not known but may reflect a
slow change in purity or pressure of the gas or other changes
within the amplifier chain.

3.2. Quantum Efficiency

To model the quantum efficiency, each PCU is treated as a
series of parallel slabs of material. No account is made of pos-
sible bowing of the front entrance aperture on any scale. All
quantum efficiency parameters, specified in pcarmf.par and
documented in Table 3, are reported with units of g cm�2.

We specify for each detector the following:

1. Xel(m), the amount of xenon in detector layer m; m runs
from 1 to 3, with 1 representing the top layer and 3 the innermost
layer as seen from the collimator (Fig. 3);

2. Xepr, the amount of xenon in the propane layer on 1997
December 20;

3. d(Xepr)/dt, the rate of change (per day) of xenon in the
propane layer;

4. Xedl, the thickness of a dead layer of Xenon between ad-
jacent layers;

5. Mylar, the total thickness of the two Mylar windows;
6. aluminum, the total amount of aluminization on the four

sides of the two windows; and
7. propane, the amount of propane in the first gas volume.

The dead layer, as modeled here, assumes that there is a small
region where events will be self-vetoed as part of the electron

cloud is collected in one anode volume and part in the adjacent
volume. In detail, such a region probably has a soft edge, al-
though our data cannot distinguish this. In addition, the model
requires that PCU 0, despite the loss of pressure in the propane
layer, requires residual xenon in the propane layer in epoch 5.
The best parameterization requires half as much xenon as before
the loss of pressure. This model is unsatisfactory, and the fits are
less good for PCU 0 in epoch 5. There could be many causes,
including bowing of the internal window, which now supports
a 1 atm pressure differential.

The xenon absorption cross sections are fromMcMaster et al.
(1969).13 All other absorption cross sections are derived from
Henke et al. (1993).14

Figure 5 shows the modeled quantum efficiency for PCU 2,
layers 1, 2, and 3 on 2002 January 13. The peak quantum effi-
ciency has decreased by �1% per year over the lifetime of the
mission due to the diffusion of xenon into the front veto volume.

3.3. Redistribution Matrix

Our model accounts for the intrinsic resolution of the pro-
portional counter, K- and L-escape peaks, losses due to finite
electron track length (which causes events to be self-vetoed), and
losses due to partial charge collection (which causes events to
show up in a low-energy tail). These contributions are described
in more detail below.

TABLE 3

Quantum Efficiency and Redistribution Parameters, Version 5.3

Parameter PCU 0 PCU 1 PCU 2 PCU 3 PCU 4

XeL1 (g cm�2) ....................................... 0.00663 0.00669 0.00692 0.00652 0.00689

XeL2,L3 (g cm�2) ................................... 0.00542 0.00556 0.00568 0.00526 0.00570

Xepr (g cm�2 on 1997 Dec 20) ............ 0.00015 0.00009 0.00013 0.00020 0.00013

Xedl (g cm�2) ........................................ 0.00057 0.00062 0.00063 0.00071 0.00059

Mylar (g cm�2 in two windows).......... 0.00699 0.00696 0.00695 0.00696 0.00696

d(Xepr)/dt (g cm�2 day�1).................... 8.9E�08 5.2E�08 5.1E�08 4.7E�08 4.9E�08

Xepr (g cm�2 on 2000 May 13) ........... 7.1E�05 . . . . . . . . . . . .
d(Xepr)/dt (g cm�2 day�1).................... 0.0E+00 . . . . . . . . . . . .

Fig. 5.—Quantum efficiency for layers 1 (solid line), 2 (dashed line), and 3
(dot-dashed line) of PCU 2 for 2002 January 13.

13 Available from National Technical Information Services, L-3, US De-
partment of Commerce, or http://cars9.uchicago.edu/~newville/mcbook.

14 Available at http://www-cxro.lbl.gov:80/optical_constants.
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Figure 4.5: Modeled quantum effi-
ciency of PCU 2 on 2002 January
13. The solid line represents the
top Xenon layer, the dashed line
the second Xenon layer, the dash
dotted line the third Xenon layer of
the detector. (Jahoda et al., 2006,
Fig. 5)

passage through the South Atlantic Anomaly, a region where, due to the shape of
the Earth’s magnetic field, the background is very high (see Fürst et al., 2009, for a
discussion of the evolution of the SAA as measured with RXTE ). Additionally, the
voltage of the PCUs was changed, which led to an increase in the detectable energy
range, now 2–100 keV, but also implied a worsening of the detector resolution.

Background and Useful Energy Range

PCU 0 lost its propane layer in May 2000. On 20th October 2006 also PCU 1 lost its
top propane layer due to a micrometeorite impact. The PCUs remain functional but
show a stronger background and a different gain. Due to this as well as changes in the
high voltage the PCA has several calibration epochs, i.e. periods between discontinuous
changes in the response which correspond to such changes in the instrument. An
overview over the PCA calibration epochs until 2006 is given by Jahoda et al. (2006).
Note that different auxiliary files (response matrices and background models) are
necessary for different observational epochs (Kreykenbohm, 2004).

The useful range of the PCA is limited by the background and by Xenon edges:
the Xenon L-edge between 4 keV and 5 keV and the Xenon K-edge around 35 keV.
Correction of both effects was a big limiting factor in the past when an upper limit
of ∼ 25 keV was recommended for PCA data. The L-edge was often still visible in
the spectra, adding to instrumental uncertainties and making them stronger energy
dependent (Wilms et al., 2006). Figure 4.5 shows the quantum modeled efficiency for
the PCU 2 on 2002 January 13: the edges can be clearly seen as strong drops in the
effective area.

Since August 2009, a new PCA response generator, PCARMF v11.7, has been
available which improved the modelling of the edges and allowed for a wider usable
energy range from about 3 keV to about 45 keV9. Still, the calibration of the bins around
3 keV remains a major uncertainty when working with PCA data. This version of the
response has been used for the PCA data in this work.
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Figure 4.5: Schematic of one of the eightHEXTE detectors. The source photons enter from
above passing the collimator and exciting scintillation light in the sodium iodine (doted
with Tellurium) crystal. The second crystal below (Caesiumiodine doted with sodium) is
much thicker; it detects background photons which are entering the detector from the sides
or the bottom. The resulting scintillation light is then amplified by the photomultiplier tube.
The different decay times of the light emitted by the two crystals – 0.25µs for NaI(Tl),
∼ 1µs for CsI(Na) (Grupen 1993) – allow for a discrimination between scintillation events
in the two crystals: an event is only accepted, if the light has a decay time of 0.25µs
corresponding to an event in the NaI(Tl) crystal assuming that no other anti coincidence
flag is raised. Figure from Wilms (1998).

In front of each detector, a collimator similar to thePCA is mounted which limits
the field of view to one degree. Also similar to thePCA, an241Americium source
is used for calibration purposes. It is mounted in the collimator inside the field of
view (see Fig. 4.5).

The two clusters together have a total net detector area of 1600 cm2 at 50 keV.
As the magnetic field changes due to the inclination ofRXTE’s orbit and since the
photomultipliers are sensitive to such changes, the whole detector is encased in a
magnetic shielding. Furthermore, also an anti-coincidence shield against charged

1

Figure 4.6: Schematic drawing of one
of the eight HEXTE detectors. (Wilms,
1998)

4.2.4 HEXTE

Basic Properties of the Instrument

The HEXTE (Rothschild et al., 1998) consists of two independent clusters (HEXTE A
and HEXTE B), each containing four NaI(Tl)/CsI(Na)10 phoswich scintillation detectors
placed behind a collimator which limits the field of view to 1◦, similar to the PCA.
Again 241Am is used as a calibration source, but here dedicated electronics allow to
adjust the gain automatically, so that no calibration epochs are necessary. The effective
area of all eight detectors is ∼ 1600 cm2. The energy range is 15–250 keV with an energy
resolution of 15.4% at 60 keV.

In the first months of the mission, cluster B lost the spectral capability of one of its
four detectors, but is still working with the three remaining.

Background

The whole HEXTE detector is surrounded by magnetic shielding as scintillation detectors
are sensitive to changes in the magnetic field. A further shielding is provided by the
anti-coincidence shielding against charged particles.

When analysing HEXTE data, it is nevertheless important to remember that the
background is still much higher than in the PCA – in fact, as Kreykenbohm (2004)
have pointed out, the background can often be higher than the source count rate itself.
It is dominated by internal activation and highly structured.

Background measurements have been done by switching between the clusters during
the observation: one of the clusters is pointing at the source, the other at a background
field and the cluster positions are swapped every 32 s. This is often referred to as
rocking. Two pointing positions for the background measurement labelled ‘plus’ and
‘minus’ are possible.

9See the instrument team page for the PCA: http://astrophysics.gsfc.nasa.gov/xrays/
programs/rxte/pca/

10Sodium iodide doped with Tellurium and Caesium iodide doped with Sodium.
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Following problems and several reboot attempts, HEXTE A was parked in the
on-source position on 2006 October 2006 to prevent a freezing of the detector in a
position not suitable for scientific work. A model, hextebackest, had to be developed
to calculate the background of cluster A from the background observations made by
cluster B. In December 2009 HEXTE cluster B, again following several problems and
reboot attempts, was parked in a background position so that background estimation
remains possible11.

4.2.5 Data Reduction

From raw data provided from the RXTE archives, lightcurves and spectra have to be
extracted. For this, the software package HEASOFT is used - in this work the version
HEASOFT 6.9 was utilised. Detailed description of the individual steps is provided in
the RXTE cook-book12.

The data mode used for the observation – the way the satellites electronics pre-
process the data before sending them to the ground – defines the properties of the final
data products such as resolution and energy ranges of the lightcurves. The countrates
for bright objects like Cyg X-1 are so high that data has to be pre-processed on board
due to telemetry constraints. An overview over the modes, telemetry constaints an other
technical details is provided in ‘Appendix F: The XTE Technical Appendix Technical
Appendix’ on the official RXTE website13.

As SAA passages occur in about 6 consecutive orbits per day, a special treatment of
those times is required. During the passage with its very high background rates the high
voltage is switched off so that no high charges which could damage the detectors are
created. However, even after the passage the level of induced radiation might continue
to be high for some time. For this reason, as well as to stay consistent with the previous
work (Pottschmidt et al., 2003b, and further papers in the series), a very conservative
SAA exclusion time of 30 min is used to filter the event data.

The ‘electron ratio’ is a measure for the particle background during the low-luminosity
hard states of Cyg X-1. An ‘electron ratio’ upper threshold of 0.1 is therefore used for
the extraction of the PCA data. For consistency reasons, HEXTE data are extracted
for the same good time intervals (GTI) as the PCA data. This, as well as a maximum
pointing offset of 0.01◦ and minimum source elevation of 10◦ above the Earth horizon,
is also consistent with previous work (Pottschmidt et al., 2003b, and further papers in
the series). Also in consistency with previous work, only data from the top Xenon layer
of the PCA are used. This approach reduces the overall count rate, but the upper layer
is the best calibrated and therefore data extracted in such a way are the most reliable.

4.3 INTEGRAL

4.3.1 The Satellite

The second of the main instruments used in this work is the INTErnational Gamma-
Ray Astrophysics Laboratory (INTEGRAL) – an ongoing soft gamma ray mission
operated by ESA (Winkler et al., 2003). The instrumentation of the mission consists of

11source: http://heasarc.gsfc.nasa.gov/docs/xte/whatsnew/big.html
12 http://heasarc.gsfc.nasa.gov/docs/xte/recipes/cook book.html
13 http://heasarc.gsfc.nasa.gov/docs/xte/RXTE tech append.pdf
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C. Winkler et al.: The INTEGRAL mission L3

Fig. 1. The INTEGRAL spacecraft. Dimensions are (5 × 2.8 × 3.2) m. The deployed solar panels are 16 metres across. The mass is 4 t (at
launch), including 2 t of payload.

Baikonur/Kazakhstan on 17 October 2002. It was inserted into
a geosynchronous highly eccentric orbit with high perigee in
order to provide long periods of uninterrupted observation with
nearly constant background and away from trapped radiation
(electron and proton radiation belts). The initial orbital param-
eters are: 72-hour orbit with an inclination of 52.2 degrees,
a height of perigee of 9000 km and a height of apogee of
154 000 km. Owing to background radiation effects in the high-
energy detectors, scientific observations are carried out while
the satellite is above a nominal altitude of 60 000 km (ap-
proaching radiation belts) and above 40 000 km (leaving radia-
tion belts). This means that ∼90% of the time spent in the orbit
provided by the PROTON can be used for scientific observa-
tions (real-time, 108 kbps science telemetry). An on-board par-
ticle radiation monitor allows an assessment of the radiation
environment local to the spacecraft.

5. Payload

INTEGRAL carries two main gamma-ray instruments, the
spectrometer SPI (Vedrenne et al. 2003) – optimized for the
high-resolution gamma-ray line spectroscopy (20 keV–8 MeV),
and the imager IBIS (Ubertini et al. 2003) – optimized for

high-angular resolution imaging (15 keV–10 MeV). Two mon-
itors, JEM-X (Lund et al. 2003) in the (3−35) keV X-ray band,
and OMC (Mas-Hesse et al. 2003) in optical Johnson V-band
complement the payload.

The spectrometer, imager and X-ray monitor share a com-
mon principle of operation: they are all coded aperture mask
telescopes. The coded mask technique is the key for imaging,
which is all-important in separating and locating sources. It
also provides near perfect background subtraction because for
any particular source direction the detector pixels can be con-
sidered to be split into two intermingled subsets, those capable
of viewing the source and those for which the flux is blocked
by opaque mask elements. Effectively the latter subset provide
an exactly contemporaneous background measurement for the
former, made under identical conditions.

The payload was extensively calibrated pre-launch on in-
strument and system level. During the early mission phase, the
in-flight calibration was initially performed on Cyg X−1, and
empty fields, and completed later – in February 2003 due to
visibility constraints – using the Crab nebula and pulsar.

All instruments (Fig. 1 and Table 1) are co-aligned with
overlapping fully coded field–of–views ranging from 4.8◦ di-
ameter (JEM-X), 5◦ × 5◦ (OMC), to 9◦ × 9◦ (IBIS) and
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Figure 4.7: The INTEGRAL spacecraft
(Winkler et al., 2003, Fig1)

the two main instruments, the Imager IBIS (Ubertini et al., 2003) and the spectrometer
SPI (Vedrenne et al., 2003), which both work in the gamma-ray range and are, together
with one of the supporting instruments, the X-Ray Imager JEM-X (Lund et al., 2003),
coded mask instruments. Additional coverage in the optical range is provided by the
Optical Monitoring Camera OMC (Mas-Hesse et al., 2003) (see Fig. 4.7). The so-called
Veto system, which completely encloses five sides of the IBIS detector, is used to shield
it and with the help of anticoincidence logic to reject events outside from the field of
view (FOV).

The energy range of the individual detectors is chosen to allow for the best coverage
of the energy regime: JEM-X works in the energy range of 3 keV–35 keV, SPI in the
20 keV–8 MeV energy range, and both detectors constituting IBIS cover the range from
15 keV to 10 MeV. The OMC covers the range between 500 nm and 600 nm.

INTEGRAL is in a highly eccentric orbit with an inclination of 51.6 degrees, a
perigee height of 9 000 km and an apogee height of 154 000 km. The long duration of
the orbit – 72 hours – allows for long periods of uninterrupted observations. As the
observations are carried out outside of the radiation belt, which would cause a high,
unstable instrument background, a total of about 90% of the time in orbit can be in
principle used for scientific observations (Winkler et al., 2003) with usually about 12
hour out of the 72 hour orbit being too affected by the radiation belts.

4.3.2 The IBIS Instrument

IBIS consists of two simultaneously operating detectors, both of which are located
behind a tungsten coded aperture mask (Fig. 4.8), one behind the other. Images are
reconstructed from the shadowgram that the mask projects onto the detector plane
(see 4.1.2). It is important to note that in the gamma ray regime it is not possible to
create fully opaque mask elements: here an opaque cell is defined by a minimum of 70%
opacity at 3MeV and an open cell by an off-axis transparency of 60% at low energies
and of 95% at high energies (Ubertini et al., 2003). In addition to the actual coded
mask, there is the Support Panel, which is necessary for the stability of the coded mask
during launch and operation. The Support Panel has to be taken into account during
the data reduction in the background correction step (BKG I; see 4.3.5 Chernyakova &
Neronov, 2008).
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3.2 The Subsystems

3.2.1 The Mask

The IBIS Mask Assembly is rectangular with external dimensions of 1180× 1142× 114 mm3, and consists of
three main subsystems: the Coded Pattern, the Support Panel and the Peripheral Frame with the necessary
interface provisions.

The Coded Pattern is a square array of size 1064 × 1064 × 16 mm3, made up of 95×95 individual square
cells of size 11.2× 11.2 mm2. The mask chosen for IBIS is based on a cyclic replication of MURA (Modified
Uniformly Redundant Array) of order 53. The properties of the MURA patterns are described e.g. in [11]
and [12].

Approximately half of the mask cells are opaque to photons in the operational energy range of the IBIS
instrument, offering a 70% opacity at 1.5 MeV. The other 50% of cells are open, i.e., with an off-axis
transparency of 60% at 20 keV. Figure 5 shows the mask pattern.

Figure 5: The IBIS coded mask pattern.

The Support Panel includes additional elements to support the code mask pixels, providing the necessary
stiffness and strength to overcome the launch environment and the in-orbit operational temperatures. This
panel is done from the material known as ”nomex”. Its transparency should be taken into account in the
data analysis, as it absorbs part of the flux.

Figure 6 shows the cross section of the support panel.

The Peripheral Frame reinforces the sandwich panel.

ISDC – IBIS Analysis User Manual – Issue 7.0 7

1

Figure 4.8: IBIS coded mask
MURA (Modified Uniformly Redundant Array) of Order 53

(Chernyakova & Neronov, 2008, Fig. 5)

The pixels of both detectors are implemented as physically distinct elements, since
the spatial resolution of the detector array is crucial for obtaining a good angular
resolution (Chernyakova & Neronov, 2008). The frontal detector plane (The INTEGRAL
Soft Gamma Ray Imager or ISGRI) consists of Cadmium-Telluride Pixels measuring
4 × 4 × 2mm (width x depth x height), the second detector plane (Pixellated CsI
Telescope or PICsIT) is located 90mm behind ISGRI and consists of 9× 9× 30mm
Caesium-Iodide scintillator pixels. The two layers allow for 3D tracking of photon
paths if they interact both in ISGRI and PICsIT, which helps to improve the signal to
noise ratio by allowing to reject those events which are unlikely to correspond to source
photons in the FOV (Ubertini et al., 2003).

Coded Mask Imaging System

Coded mask instruments allow to measure simultaneously the combined source and back-
ground spectrum and the background spectrum alone in detector areas corresponding
to the transparent and the opaque elements of the mask, respectively.

The FOV of such an instrument is determined by the size of both the detector
and the mask as well as their relative position to each other. In IBIS, the mask –
MURA (Modified Uniformly Redundant Array) of Order 53 (see Groeneveld, 1999, and
references therein for further information) – is larger than the detector and the FOV
is therefore divided in the fully coded FOV of 9◦ × 9◦, where all source radiation is
modulated by the mask and the partially coded FOV of 19◦ × 19◦ (50% modulation),
where only a part of it is modulated. The sensitivity drops to zero at 29◦ off-axis
(Goldwurm et al., 2003). The nominal angular resolution is 12′.

The point spread function14 of the the MURA array employed for IBIS would be a
δ-function in the ideal case. However, the actual form of the PSF even for an on-axis
source is different, depending on the actual physical implementation of the instrument,
such as pixel size, thickness of the mask, as well as the image reconstruction process
(Goldwurm et al., 2003). Figure 4.9 shows the point spread function for an on-axis
source for ISGRI. Remarkable is especially the flat level of the PSF in the inner part
of the FOV, which is, however, accompanied by 8 secondary lobes with ghost peaks,
which need to be cleaned out by the software in order to obtain a proper image.

14Following the definition employed by Goldwurm et al. (2003), the PSF is defined here as the
projection of the deconvolved image back onto the sky plane.
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Fig. 3. The System Point Spread Function over the complete FOV for
the IBIS/ISGRI telescope.

each sky position must be balanced and renormalized. This can
be written by

Si j =

∑
kl G

+
i+k, j+lWklDkl∑

kl G
+
i+k, j+lWkl

−
∑

kl G
−
i+k, j+lWklDkl∑

kl G
−
i+k, j+lWkl

where the decoding arrays are obtained from the G array by
settingG+ = G for G > 0, G+ = 0 for G ≤ 0 andG− = −G
for G < 0, G− = 0 for G ≥ 0, and then are enlarged and
padded with 0’s outside the mask region. The sum is performed
over all detector elementsk, l and i, j run over all sky pixels
(both of FC and PCFOV). In the FCFOV we obtain the same
result of the standard FCFOV correlation. To consider effects
such as satellite drift corrections (see Goldwurm 1995), dead
areas, noisy pixels or other instrumental effects which require
different weighing of pixels values, a specific arrayW is used.
For exampleW is set to 0 for noisy pixels or detector dead
areas and corresponding detector pixels are not included in the
computation. The variance, which is not constant outside the
FCFOV, is computed accordingly by

Vi j =

∑
kl

(
G+i+k, j+lWkl

)2
Dkl

(∑
kl G

+
i+k, j+lWkl

)2 +

∑
kl

(
G−i+k, j+lWkl

)2
Dkl

(∑
kl G

−
i+k, j+lWkl

)2

since the cross-termsG+ and G− vanish. In the FCFOV the
variance is approximately constant and equal to the total num-
ber of counts on the detector. The values computed by these
formula are then renormalized to obtain the images of recon-
structed counts per second from the whole detector for an on-
axis source. Since mask elements are larger than detector pix-
els, the decoding arrays are derived as above afterG has been
sampled in detector pixels by projection and redistribution of
its values on a pixel grid. For non integer sampling of ele-
ments in pixels (the IBIS case)G will assume continuous val-
ues from−1 to 1. Different options can be adopted for the fine
sampling of the decoding array (Fenimore & Cannon 1981;
Goldwurm 1995), the one we follow optimizes the point source
signal to noise (while slightly spreading the SPSF peak). The
SPSF, for an on-axis source and the IBIS/ISGRI configuration,
obtained with the described deconvolution is shown in Fig. 3.
Note the central peak and the flat level in the FCFOV, and the

Fig. 4.Results of reconstruction procedure applied to IBIS/ISGRI data
of the Cygnus region: detector image after background correction (up,
left), associated efficiency image (up, right), decoded and cleaned
sky image in the whole FOV (FC+PC) (down, left), associated vari-
ance (down, right). The algorithm detected, and identified 2 sources:
Cyg X-1 at the center of the FOV and Cyg X-3 in the PCFOV.

secondary lobes with the 8 main ghosts of the source peak at
distances multiple of the mask basic pattern in the PCFOV. This
procedure can be carried out with a fast algorithm by reducing
previous formulae to a set of correlations computed by means
of FFTs.

3. Non-uniformity and background correction

In most cases and in particular at high energies the background
is not spatially uniform. Further modulation is introduced on
the background and source terms by the intrinsic detector non-
uniformity. The modulation is magnified by the decoding pro-
cess (the termG ? B in Sect. 1) and strong systematic noise is
generated in the deconvolved images (Laudet & Roques 1988).
The resulting systematic image structures have spatial frequen-
cies similar to those of the modulation on the detector plane.
For the IBIS detector, intrinsic non-uniformity is generated by
variations in efficiency of single detectors or associated elec-
tronics. Anticoincidence effects and scattering may also induce
features at small spatial scales, of the order of the mask ele-
ment size (Bird et al. 2003). The modulation induced by the
external background is normally a large scale structure dom-
inated by the differences in efficiency of the veto system and
of multiple event tagging. The background intensity may be
variable on timescales from hours/days (activation in radiation
belts, solar flares) to weeks/months (orbit circularization, solar
cycle modulation) (Terrier et al. 2003).

For the PICsIT layer, two more effects should be taken into
account: the modulation at the border of the detector semimod-
ules (Di Cocco et al. 2003) caused by the onboard multiple
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Figure 4.9: PSF over the complete FOV for IBIS/ISGRI
(Goldwurm et al., 2003, Fig3)
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Fig. 1. Hexagonal and 25 point dither patterns.

2. INTEGRAL observation strategy

The INTEGRALobservation strategy is dictated by the coded-
mask system. In turn this strategy drives the structure given to
the INTEGRALdata, it is therefore summarised here.

The high energy instruments on boardINTEGRAL are
based on coded-mask optics. One of the properties of these
systems, in particular in the case of the spectrometer SPI
(Vedrenne et al. 2003), is that the number of detectors (and
therefore of measurements during a single pointing) is less than
the number of pixels on the sky in the field of view. In or-
der to be able to exploit the angular resolution and the whole
field of view of the spectrometer despite this property, but also
to increase the number of background detector measurements
during the observation, theINTEGRALobservations are split
into many pointings separated by 2 degrees arranged in either
a hexagonal pattern of 7 points around the main target of the
observation or in a square of 25 pointings also centered on
the main target of the observation (Fig. 1; Jensen et al. 2003).
The dwell time on each pointing can vary based on the total
time to be spent on a given dither pattern, it is typically 2000 s.

The observations of the Galactic plane or of the central re-
gions of the Galaxy that correspond to the surveys of the core
program (Winkler et al. 2003) are also organised in pointings
of typically 2200 s, albeit on patterns that are adapted to the
surveys rather than in the hexagons or squares described above.

It follows thatINTEGRALdata are divided in a (often large)
number of data sets, each associated with a single pointing or
slew. Single pointings and slews are called science windows,
they are the most important unit in the data processing and
analysis.

3. The INTEGRAL data flow

The scheduling of the observations is organised by the
INTEGRAL Science Operations Centre (ISOC) at ESTEC
(Much et al. 2003). The commands to the satellite are gen-
erated by the European Space Operations Center (ESOC) in
Darmstadt (Germany).

The INTEGRALdata are received at the rate of 120 kbits/s
at one of two ground stations, Redu in Belgium and Goldstone
in California. The data are then routed to the ESOC where the
technical information is decoded and the status of the space-
craft and instruments checked. The data, technical and scien-
tific, are then sent still in real time to the ISDC which is located
in Versoix near Geneva.

The data arrive at the ISDC with a delay of typically few
seconds following their receipt at the ground station. The frac-
tion of data that arrive in real time is larger than 95%.

In order to correct for some problems that occur in the real
time data transmission, the telemetry is consolidated few days
after the event at ESOC. The consolidated data, that correspond
to the most complete data set that can be obtained, are sent on
compact disks to the ISDC approximately 2 weeks after the
observation.

4. The ISDC processing

The two data streams, the near real time data that arrive few
seconds after reception on the ground and the consolidated
data that arrive some two weeks later, are both processed at
the ISDC.

The near real time data are screened for gamma
ray bursts in the IBAS (INTEGRAL Burst Alert System,
Mereghetti et al. 2003) as they arrive. The bursts that occur
in the field of view of the instruments are detected and their
position on the sky calculated using the best attitude infor-
mation available at the time of the burst within few seconds.
These positions are sent in near real time to the commu-
nity. Up to June 2003, 6 burst positions have been de-
rived. IBAS has issued one position within 30 s of the burst
(Mereghetti et al. 2003). The IBAS system also issues alerts
when bursts are observed in the anticoincidence shield of the
SPI instrument. These bursts, although with no position on the
sky from theINTEGRALdata, can be used in conjunction with
other satellites of the interplanetary network, to measure their
direction (von Kienlin et al. 2003). There is approximately one
burst per day in the anticoincidence shield data and one per
month in the field of view of IBIS.

The near real time data are processed in a number of steps
and merged with data describing the planned operations (plan-
ning data) automatically. This processing generates a view
of the instrument and spacecraft status, provides detector im-
ages and deconvolved sky images on a pointing by point-
ing basis. These data and products are ready approximately
2 hours after their reception. Source detection algorithms are
applied to the deconvolved data and the resulting source fluxes
are automatically compared with the content of a catalogue
that describes the available knowledge of the field observed
(Ebisawa et al. 2003). This quick look analysis (QLA) is able
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Figure 4.10: The INTEGRAL hexagonal and 25 point dither patterns
(Courvoisier et al., 2003, Fig1)

4.3.3 Observing Strategy

Pointing Patterns

The INTEGRAL observing strategy is defined by the requirements of the analysis of
coded mask detector data. To improve the resolution and to allow for a better quality
of the reconstructed data when observing a single known source or a group of known
sources in the field of view, a dithering method consisting of a number of pre-defined
spacecraft pointings around the source or source region is employed (Chernyakova, 2005).
The exact pattern depends on the requirements of the considered observations, the
different standard possibilities are shown on Fig. 4.10. The most important pattern for
this analysis is the 7 points hexagonal pattern (from here on: hex pattern), employed in
the case of a single known source which is to be mainly observed. The individual steps
are 2◦ apart, so that the source will stay in the smaller FOV of the JEM-X instrument.
The 25 points rectangular pattern will usually be used for extended emission or when
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several sources are to be observed within the FOV. Though the length of a pointing
can vary, the typical time spent in a single pointing is about 2000 s (Courvoisier et al.,
2003).

Basic quanta of the INTEGRAL data are science windows (ScW) with a maximal
duration of about 3.5–4.5 ks. Each pointing and each slew will constitute a science
window with longer pointing (e.g. so-called staring observations, which are not carried
out nowadays) being subdivided in different ScWs.

Any other kind of pointing will also usually include shorter pointing of about the
above mentioned length, though with different patterns. Additionally, users can provide
a special pattern, individually matched to their observations to improve the scientific
output. An example for this approach for the Cygnus X-1 Key Programme observations
will be provided in Sec. 7.1.2.

Key Programmes

Key Programmes (KPs) are scientific investigations which require a significant amount
of the available time (> 1 Ms). Because of the large field of view of the satellite, several
sources are simultaneously observed within one KP. One year-long data rights for
individual sources may be requested by observers. The INTEGRAL data for Cyg X-1
presented here are (mainly) from the Cyg X-1 Key Programme.

4.3.4 Data Structure

The INTEGRAL/IBIS data are available online from the INTEGRAL Science Data
Centre (ISDC). The consolidated (CONS) data related to a proposal are generally
available about 8 to 10 weeks after the actual observations. Shortly after the observation,
the so-called near real-time (NRT) data are available, which can be used for a preliminary
analysis.

Each ScW provided by ISDC contains a plethora of different files including the
raw and prepared scientific data as well as housekeeping data. The naming of science
windows follows the general convention of the form RRRRPPPPSSSF.VVV, where:

• RRRR : revolution number
• PPPP : assigned pointing number
• SSS : part of the pointing or slew if subdivided
• F : flag (0, 1 or 2) defining the type of science window with 0 standing for pointing,

1 for a slew, 2 for non-science
• VVV : version number of the dataset, different between NRT and CONS data, with

usually VVV=001 for CONS data
Here, science windows will usually be referred to as RRRRPPPPSSSF and, unless states
otherwise, are CONS data.

The data repository structure contains the following directories:
• aux : auxiliary data products
• cat : observational catalogues for data analysis
• ic : instrument calibration files
• idx : ISDC index files for fast searching of data
• obs : results of the scientific analysis
• scw : results of the science window pipelines on a per-science window basis
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The data in the aux, cat, ic, idx, and scw directories are shared between all data
sets15.

4.3.5 Data Reduction Pipeline

Overview

Due to its very nature as a coded mask instrument, the extraction and analysis of
INTEGRAL is highly complex compared to the more traditional high energy ‘telescopes’.
A multitude of possibilities for different modes of extraction is offered by the software
and has to be fine tuned to the field and source in question to achieve the best results.

It is also important to keep in mind that though the ultimate goal of the analysis
is usually to obtain information about one single source in the field, it is not possible
to deal with only one source at once: in every step the whole field has to be taken
into account as any source contributes to the background for other sources and the
treatment of the whole field will influence the results for the source in question.

The extraction of the INTEGRAL data, including the creation of images, lightcurves
and spectra is done with the Off-line Science Analysis (OSA) software16. The algorithms
are described by Goldwurm et al. (2003) for IBIS and by Westergaard et al. (2003)
for JEM-X. The individual steps follow the Cookbook Chapters of IBIS Analysis and
JEM-X Analysis User Manuals (Chernyakova et al., 2009; Chernyakova & Neronov,
2008, respectively).

Figure 4.11 offers a comprehensive overview of the levels of extraction for the
standard IBIS science analysis pipeline and the respective products. As only ISGRI is
used for this work, the steps involving PICsIT data only are skipped during the data
analysis. All data reduction steps can either be started with the help of a graphical
user interface or, as done in this work, from the command line.

Single ScW-Images and Mosaics

The first step of any IBIS data analysis is the creation of the so-called observation
group with the og create program. The IBIS Analysis User Manual (Chernyakova &
Neronov, 2008) advises the creation of one observation group for all the ScW, which
will later be used for the creation of the mosaic image and the summed spectrum. To
allow for more flexibility, another approach is taken here: every ScW constitutes its own
observation group. The mosaics and summed spectra are then created in extra steps,
with the ScWs to be used manually specified as explained by Chernyakova & Neronov
(2008), Sec. 9.4. Basic scripts for this approach are ima sbs (image reconstruction),
imalc sbs (lightcurve extraction with ii light) and spe sbs (spectral extraction)
created by I. Kreykenbohm (priv.comm.).

Once the observation group is set up, image reconstruction and the creation of
mosaic images are carried out. A careful examination of mosaics should always be
undertaken, as the decision on the exact parameters for further extraction steps depends
on the properties of the field (e.g., how crowded is the field? How bright are other
sources in the field? How bright are sources next to the source which is of the main
interest for the analysis?) and observation (e.g., which pointing pattern was used?).

15For the NRT data a different set of directories is used, but it is still the same for all of the NRT
data.

16available from http://www.isdc.unige.ch/integral/analysis#Software
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5 Overview

In this Section an overview of the analysis of IBIS data is given.

Each photon detected by IBIS is analyzed with the on-board electronics and tagged with the arrival time,
type (ISGRI , PICsIT, Compton1 etc.), energy, position etc. according to the operation mode (i.e. photon-
by-photon, standard, calibration etc.). These data are then sent to ground in telemetry (TM) packets.

During Pre-Processing the TM packet information is deciphered and rewritten into the set of FITS files
(RAW data). Then the local on-board time is converted into the common on-board time (OBT) and the
House Keeping (HK) parameters into physical units (PRP data).

These steps are done at ISDC and you do not have to redo them. In the Appendix you will find the
description of the raw and prepared data and also the description of the instrument characteristic files that
are used in the Scientific Analysis.

INTEGRAL data is organized into the so-called Science Windows (see Introduction to the INTEGRAL Data
Analysis [1] for more explanations). During the scientific analysis, all the Science Windows belonging to the
same observation are grouped together to form the ”Observation Group”.

Figure 10 shows in details the different steps performed by the scientific analysis script, ibis science analysis.
This high level script consists of three smaller ones: ibis scw1 analysis, ibis obs1 analysis and ibis scw2 analysis.
ibis scw1 analysis and ibis scw2 analysis work on a Science Window basis while ibis obs1 analysis works on
the Observation Group basis. Each subscript performs the tasks shown in Figure 10, explained in more
details in the text below.
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Figure 10: Science Analysis Overview

1For the time being, Compton analysis is not available
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Figure 4.11: Science Analysis Overview
(Chernyakova & Neronov, 2008, Fig. 10)

Since many sources detected by INTEGRAL are transient or highly variable, it is
advisable to use the catalogue of detected sources created during the mosaic step as the
catalogue for the spectral- and lightcurve extractions. Which sources are kept in the
catalogue depends on the main source of interest: for example for a bright source, weak
sources in the field do not need to be taken into account, as their influence is marginal,
while keeping them in the catalogue would mean a strong increase in the CPU time
needed for the extractions.

Also, the software will often not be able to fully clean the ghosts created by the
secondary lobes of the PSF (Fig. 4.9) and declare them to be new sources. These
artefacts need to be removed from the catalogue.

Spectral Extraction

It is not possible to extract spectra only for one source. Spectral extraction will always
be performed for all sources in the specified catalogue.

Like the exact composition of the catalogue, the binning of the spectral response
matrix depends on the source analysed. isgr rmf grp 0025.fits, the latest full
response matrix, contains 2048 channels and can be rebinned with the FTOOLS
program rbnrmf to the number of channels required. The standard rebinning contains
13 energy channels (Chernyakova & Neronov, 2008).

Since Cyg X-1, the source discussed in this work, is very bright and therefore allows
for good spectral resolution already in single ScWs, the response used here is rebinned
to 64 energy channels. The high number of bin is decisive for this work as it allowed
the identification of the Tungsten instrumental background line in Sec. 7.4.1. The

47



identification would not have been possible for stronger binned spectra.
After the creation of spectra for single ScW, they can be summed up with the

spe pick tool to achieve a better signal to noise ratio.

Lightcurve Extraction

Due to the complexity of the instrumentm, there are different approaches to extract
lightcurves from the raw INTEGRAL data: lightcurves can be extracted by full decon-
volution of short slices of data, by taking into account the pixel illumination fraction or
directly from the individual events. Which approach is to be used in a certain analysis
is defined by the brightness of the source, the time resolution needed, computational
ressources at hand, etc. A explanation of the different algorithms and a comparison
between them is presented in Sec. 7.3.

4.4 Ryle/AMI

The Ryle telescope (Pooley, 2006) was a Earth-rotation synthesis telescope (i.e., using
Earth rotation for covering the u-v-plane) and a part of the Mullard Radio Astronomy
Observatory, operated by the Cavendish Laboratory. It consisted of five 13m antenna
with baselines of about 100 m17.

The majority of the observations conducted with the Ryle telescope had a duration
of 12 h and were dedicated to microwave-background studies. In the gaps between these
observations, observations of individual sources like Cyg X-1 were carried out. Such
observations are usually performed at 15 GHz with a bandwidth of 350 MHz (Pooley &
Fender, 1997).

The Ryle telescope ceased observing in early 2006 when ten 4 m antenna were added
to re-build it into the Arcminute Microkelvin Imager (AMI), which started observing
in middle 2008, also at 15 GHz.

An explanation of radio data of the Cyg X-1 observations is given by Wilms et al.
(2007). Raw data are not available for Ryle/AMI , but reduced fluxes were provided by
G. Pooley (University of Cambridge, Cambridge, UK; priv.comm.).

Important to note, as this will often cause some initial confusion, is that the radio
flux is measured in units of Jansky (Jy) with 1 Jy = 10−26 W m−2 Hz−1.

17The former configuration had 3 additional antennas at > 1 km baselines, which were not used at
the times considered here anymore (Pooley, 2006).
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5 Analysis Methods
The following chapter concentrates on methods necessary to analyse data obtained with
X-ray satellites. First, the basics of spectral analysis are introduced in Sec. 5.1. Special
attention is paid to the software package ISIS, which is used both for spectral and
timing analysis. Sec. 5.2 is concerned with the mathematical foundations of the timing
analysis. The individual fit functions used in this work are introduced in Sec. 5.3.

5.1 Spectral Analysis

Good short introductions into X-ray spectral analysis and especially ISIS are given
by Nowak (2009) and by Hanke (2007). Only a short overview based mainly on these
two sources as well as an overview of the models used for the analysis is given here to
allow an understanding of the basic principles used in this work. For a more detailed
mathematical background, see Bevington & Robinson (1992).

5.1.1 From Source Flux to Detector Counts

An X-ray detector does not directly measure the flux from a source, but instead counts
per integrated time bin per channel, that is, the spectral resolution of the source is
binned. The count rate in a given bin is not the source flux in the same bin. The formal
connection between the spectral energy distribution (SED) from the n sources Si(E)
and the measured detector counts C(h) in the discrete energy channel h is given by
(Davis, 2001)

C(h) =

∞∫
0

n∑
i=1

Ri(h,E)Ai(E)Si(E)dE∆T + B(h) (5.1)

where R(h,E) is the response function (RMF), A(E) the effective area or ancillary
response function (ARF), B(h) the background counts, E the photon energy and ∆T
the integration time.

The ARF comprises the physics of the telescope used, e.g., mirrors and their
collecting area, filters and their throughputs, detectors and their efficiencies, and can
therefore be seen as a kind of extended effective area of the detector. The RMF encodes
the physical effects of the detector and the actual detection process of a photon that
has arrived at the detector after undergoing all the effects included in the ARF and
gives the probability that a photon of the energy E is registered in the detector channel
h – the RMF of an ideal detector would therefore be a δ-function. ARF and RMF are
both created by the specific software of the satellite used. Their effect can be seen as a
mapping of the photon energy on the detector channels.

The background B(h) is comprised of two main parts: unresolved or diffuse sources
which might contribute to the background and could also be added to S(E) and effects
such as detector noise, cosmic rays, particle background, i.e., effects not caused by
X-ray sources. The background can be either directly measured, as originally for the
HEXTE instrument on board RXTE (see Sec. 4.2.4), or modelled, as for the PCA (see
Sec. 4.2.3) instrument.

For computational purposes, Eq. 5.1 is typically discretised and can be written as a
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matrix equation

Ch = ∆T

n∑
i=1

∑
E

Ri
hEAi

ESi
EdE + Bh (5.2)

Theoretically (and assuming only one source, i.e., n = 1), Eq. 5.2 can be inverted to
obtain SEdE if all the other components are known

SEdE = R−1
hE

Ch −Bh

AE ·∆T
(5.3)

Practically, this is not possible, as the inverted equation is computationally unstable
and the uncertainties of the parameters are too high: Ch and Bh is strongly influenced
by noise and both ARF and RMF have uncertainties. Besides, the response matrix for
a real detector often cannot be inverted. Therefore, an other approach has to be taken.

5.1.2 Spectral Fitting and ISIS

To find out the original source spectrum S a model spectrum M is set up. The detector
counts CM that would be measured for this model spectrum are determined through
‘forward folding’, i.e., by calculating

CM(h) = ∆T
n∑

i=1

∑
E

Ri
hEAi

EM i
EdE + Bh (5.4)

Note that models are usually computed on a grid much finer than the detector grid
h. For especially computationally intensive and/or complicated models the proper
choice of the computational grid might be decisive in achieving meaningful results in a
reasonable time.

The goodness of the model is measured by comparing the detected counts C(h) to
the model counts CM(h). Typically, χ2 statistics will be used, i.e.,

χ2 =
∑

h

(
C(h)− CM(h)

σh

)2

(5.5)

The uncertainities are in many cases estimated for Poisson statistics, i.e., σh =
√

C(h).
The model spectrum contains several free parameters which are varied in order to

minimise χ2. If the model described the data well, χ2 ≈ ν for ν degreed of freedom
(DOF), with ν being here the difference between the number of bin h and the number
of the free parameters of the model spectrum. Therefore, usually the so-called reduced
χ2 is used

χ2
red = χ2/ν (5.6)

A good fit is characterised by χ2
red ≈ 1, χ2

red > 1 implies that the scatter of the
data points is greater than the statistical fluctuations σh and the model therefore
does not describe the data well. χ2

red < 1 implies that the statistical errors σh were
overestimated. A thorough discussion of the statistical approach to fitting spectra is
given by Bevington & Robinson (1992). A much shorter overview of the χ2 statistics
and different minimisation algorithms is presented by Hanke (2007).

Different spectral models may result in comparable χ2, the models are therefore
not unique. Examples can be found in Nowak et al. (2010) where both thermal and
non-thermal Comptonization as well as jet models describe the Suzaku/Chandra/RXTE
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spectra of Cyg X-1 well or in Wilms et al. (2006) where RXTE spectra of Cyg X-1
can be well described by both an purely empirical broken power law and by different
Comptonization models.

Important for understanding the results of model fits to the data are moreover
confidence intervals for a single parameter and confidence contours for two parameters
(as represented, e.g., by the contour plot in Fig. 8.2) which are discusses in details by
Hanke (2007). These calculations are, however, CPU expensive, especially in the case
of more complex physically motivated models, as a best fit has to be found for any
considered combination of the two parameters for which the confidence contours are
calculated.

Further important are systematic errors, i.e., uncertainties in the calibration. For a
bright source like Cyg X-1 they will dominate over the statistical errors both for the
RXTE/PCA and INTEGRAL/ISGRI. Systematic errors are added in quadrature to
the statistical errors

σ =
√

σ2
Di,stat + (Di · sys errDi

)2 (5.7)

where Di is the corresponding data value and σDi,stat is the statistical uncertainty. The
systematic errors will be given in percent in this work.

In X-ray astronomy, the minimisation is usually carried out by programs such as
Interactive Spectral Interpretation System (software packaege ISIS) (Houck & Denicola,
2000; Houck, 2002) or XSPEC (Arnaud et al., 2007).

A short discussion of the benefits of using ISIS is given by Nowak et al. (2005)1:
scientifically important are the treatment of spectra and the possibility to easily add
non-X-ray data – in the case of this work in the radio part of the spectrum. At the same
time it is possible to use all the models used in XSPEC (wrappers are used to account
for different approaches employed by the two programs) and easily fit non-spectral
data such as PSDs. As ISIS is programmable, it provides the possibility to perform
tasks which would be delegated to other programs when using XSPEC – e.g., to IDL or
shell-scripts – by means of customised s-lang functions and scripts. Crucial for this
work is that ISIS does not only allow to fit spectra, but that computations of timing
properties, such as PSDs, coherence and time lags, which are introduced in the next
section, can be directly performed within ISIS.

5.2 Timing Analysis

As implied in Sec. 2.4 timing properties are crucial to understand the variability and its
underlying physics in X-ray binaries. Fourier statistics are the tool of choice to analyse
the characteristic frequencies and the general behaviour of lightcurves. In the following,
unless otherwise stated, the explanations of Pottschmidt (2002) are followed.

All computations discussed here have been performed with the software package
ISIS2.

1A more detailed discussion in comparison with XSPEC and with examples how to use ISIS can be
found on the homepage of M.Nowak at http://space.mit.edu/home/mnowak/isis vs xspec/

2A public repository with ISIS functions used by the group at Remeis Observatory which in-
cludes most of the custom programs used in this work is accessible under http://www.sternwarte.
uni-erlangen.de/git.public/?p=isisscripts;a=summary
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5.2.1 The Discrete Fourier Transform

For the discrete Fourier transform a lightcurve of m evenly spaces time bins with the
length ∆t is needed, each with the corresponding count rate xj where j is the number
of the time bin. The total length of the lightcurve T is then m∆t. The discrete Fourier
transform Xk for the frequency fk is then given by

Xk =
m−1∑
j=0

xje
2πikj/m (5.8)

i.e., independent values of the transform are obtained for every frequency

fk =
k

T
=

k

m∆t
(5.9)

Formally, k ∈ [−m/2, m/2], however for a physical, measured lightcurve the minimal
frequency should correspond to the length of the observation fmin = 1/T , i.e. to
kmin = 1. The maximal frequency (Nyquist frequency) corresponds to the length of the
time bin

kmax = m/2 and fmax = 1/2∆t (5.10)

Thus both a high time resolution and long continuous lightcurves are necessary for the
best possible timing analysis. Also note that the Fourier transform itself is a complex
quantity.

A measured lightcurve however consist not only of the source signal, but also contains
noise. The measured count rate xj can be written as the sum of a signal component
sj and a noise component nj. The Fourier transform of a sum is the sum of Fourier
transforms, as the Fourier transformation is a linear transformation, and thus

Xk = Sk + Nk (5.11)

where Sk and Nk are the respective Fourier transforms of sj and nj at the frequency fk.

5.2.2 Power Spectral Density (PSD)

To directly quantify the variance of a lightcurve a derived quantity is used – the power
spectral density (PSD)

Pk = X∗
kXk = |Xk|2 (5.12)

with Pk giving the part of the overall variance of a lightcurve that is due to the
variability at the frequency fk. Equation 5.12 means that the PSD is defined for the
same frequencies as the Fourier transform, but is a real quantity.

Given a single PSD value before any further calculations, its uncertainty will be of
the same order of magnitude as the PSD itself, so averaging is crucial as the signal to
noise ratio (SNR) increases and the uncertainities are reduced by the square root of the
number M of independent measurements

σ (〈P 〉) =
〈P 〉√
M

(5.13)

with 〈P 〉 denoting an average over M values (van der Klis, 1989).
Two types of averaging are possible:
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• The lightcurve can be divided into several segments and the PSD then calculated
for every segment independently. The final PSD is then the average over the
individual PSDs.

• The PSD is rebinned to a new frequency grid and the final PSDs is then the average
over the individual PSDs at the frequencies corresponding to the frequencies
included into the new frequency bin. An often used rebinning is logarithmic
rebinning with df/f = const.

Different PSD normalisation have turned out to be useful in X-ray astronomy.
Generally PSD normalisations can be expressed by

〈Pnorm〉 = A〈P 〉 (5.14)

with the normalisation factor A. With the time averaged count rate R = 〈xj〉 and
the averaged count rate of the signal Rs = 〈sj〉 or, as sj and nj are independent,
Rs = R−Rn, the normalisations are

ALeahy =
2

TR
: Leahy − normalisation (5.15)

(Leahy et al., 1983). The units for this normalisation are (rms2/Rs)/Hz where rms is
the mean square variability3.

AMiyamoto =
2

TRRs

: Miyamoto− normalisation (5.16)

(Miyamoto et al., 1991). Here the value of the PSD is the fractional rms, that means that
Pj,Miyamoto is the contribution of the frequency fj to the overall variance of the lightcurve
in units of Rs, the averaged signal count rate, i.e. the units for this normalisation are
(rms/Rs)

2/Hz.
When normalising, the statistical uncertainties are given by:

σ(〈Pnorm〉) = Aσ(〈P 〉) (5.17)

Under the assumption that signal and noise are not correlated, it follows from Eq.
5.11 that:

〈|S|2〉 = 〈P 〉 − 〈|N |2〉 (5.18)

as the term containing both noise and signal components will average out to zero (van
der Klis, 1989). The dominant kind of noise for X-ray lightcurves of BHBs is Poisson
noise. It is independent of the Fourier frequency with

〈|NPoisson|2〉 = |NPoisson|2 = TR (5.19)

for the unnormalised power spectrum. For the mentioned normalisations follows:

|NPoisson,Leahy|2 = 2 (5.20)

for the normalisation of Leahy et al. (1983) (Eq. 5.15) and

|NPoisson,Miyamoto|2 =
2

Rs

(5.21)

3The rms amplitude or rms variability for a set of n values xi with the mean 〈x〉 is defined by:

rms =
√

1
n

∑n−1
i=0 (xk − 〈x〉)2. The fractional rms variability is a dimensionless quantity obtained by

normalising the rms to 〈x〉 (van der Klis, 1989; Gleißner, 2004).
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74 Chapter 3: Fourier Statistics

Imaginary Part of C_j

(partial coherence)
φ

φ

(partial coherence)

(perfect coherence)

Real Part of C_j
M |<C>|

M |<C>|

=arg(<C>)
(perfect coherence)

=arg(<C>)

Figure 3.2: Vector representation of the CPD. The average CPD or, more precisely, M 〈C〉, ob-
served for a certain frequency bin fk is calculated by summing M = Mseg ×M f individual C j

vectors. The case of perfect coherence (green, γ2
k = 1), is compared to the case of partial co-

herence (blue, γ2
k < 1). For partial coherence a decreased CPD magnitude, M| 〈C〉 |, is observed

and an uncertainty in CPD phase, arg (〈C〉), is introduced, leading to decreased coherence val-
ues and to time lag uncertainties.

3.4 The Coherence Function

3.4.1 Calculating the Coherence Function

The coherence function is calculated by dividing the observed squared magnitude
of the average CPD, | 〈C〉 |2, by the signal PSDs, 〈|S1|2〉 and 〈|S2|2〉, of the two
lightcurves:

γ2
k =

|〈C〉|2
〈|S1|2〉〈|S2|2〉

(3.22)

This means that | 〈C〉 |2 is compared to its maximal possible value which could be
reached in case of a noiseless signal for constant phase values for all C j (Fig. 3.2,
green vectors), i.e., perfect intrinsic coherence. If the measured C j were indeed noise-

less (Fig. 3.2, blue vectors) γ2
k can assume values between 0 and 1. In reality, counting

1

Figure 5.1: Dependency
of the CPD sum and lag
on the coherence. The
Sum of CPDs is repre-
sented by vectors. For
the case of perfect coher-
ence (γ2

k = 1), M〈C〉 is
maximal. For reduced
coherence, (γ2

k < 1),
M〈C〉 decreases and the
phase lag acquires an un-
certainty.
(Pottschmidt, 2002;
Nowak et al., 1999)

for the normalisation of Miyamoto et al. (1991) (Eq. 5.16).
The uncertainty of 〈S〉 is in principle the same as for the not noise corrected PSD

value 〈P 〉. However, since there are uncertainties in the observed noise component, the
measured values of 〈S〉 have still an effective noise level of

E =
1√
M
〈|N |2〉 (5.22)

As this value is small compared to other uncertainties, it is not taken into account when
computing the errors of the noise-subtracted PSDs in this work.

5.2.3 Cross Power Density (CPD)

While the PSDs is calculated from one lightcurve, the cross power density (CPD) is
calculated from two different lightcurves xj,1 and xj,2 and defined by:

Ck = X∗
k,1Xk,2 (5.23)

Averaging over lightcurve segments and frequencies can be performed as in case of the
PSD.

CPD is a complex quantity – information about the original lightcurves is therefore
contained both in the magnitude and the phase of the CPD. The first is used to calculate
the coherence function and the latter the time lag between xj,1 and xj,2.

Fig. 5.1 gives a vector illustration for the meaning of the CPD components and the
averaging of the CPD.

5.2.4 Coherence Function

The coherence function – often referred to simply as coherence – is derived from the
squared magnitude of the CPD by:

γk =
|〈C〉|2

〈|S1|2〉〈|S2|2〉
(5.24)
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i.e., the (squared) magnitude of the CPD is compared to the maximal value it could
have if the lightcurves were perfectly intrinsically coherent. It measures the degree of
linear correlation between two lightcurves at a given Fourier frequency fk. Vaughan
& Nowak (1997) present a thorough discussion of the computation of the coherence
function and apply it to the two microquasars Cyg X-1 and GX 339–4.

For noiseless lightcurves 0 ≤ γk ≤ 1. For real lightcurves, with counting noise,
two effects influence the coherence function: the noise component leads to an increase
of |〈C〉|2, while the random phase of the noise reduces the coherence (see Fig. 5.1).
Therefore γk > 1 is possible.

For the details of noise and statistical uncertainties of the coherence function the
interested reader is referred to Pottschmidt (2002) and references therein, particularly
Vaughan & Nowak (1997), who discuss the calculations in detail: cross terms between
noise and signal components of both lightcurves have to be taken into account, which
makes the calculations rather lengthy.

5.2.5 Phase- and Time Lag-Spectrum

The argument φk of the CPD is the phase difference between Xk,1 and Xk,2, i.e., between
variability in the two considered energy bands at the frequency fk. Using this frequency
this phase lag can be converted into a time lag

δtk =
φk

2πfk

(5.25)

The use of phase- and time lag is equivalent. For this work, Fourier frequency dependent
time lags will be used throughout the analysis. The abbreviation ‘lag’ does therefore
refer to these time lags here. Note that also other ways of defining the time lag, e.g.,
with the help of the cross correlation function are possible. This approach is not used
in this work.

When defining Xk,1 as the lightcurve in the soft energy band and Xk,2 as the
lightcurve in the hard energy band, a positive time lag means that the signal in the
hard energy band is delayed with respect to the soft energy band.

The contribution of the measurement noise to the lags is completely random (Nowak
et al., 1999) and therefore does not change the expectation value, but only its uncertainty.
Therefore an estimate for the usable frequency range, where the time lag spectrum is
not dominated by noise, is necessary. Nowak et al. (1999) perform such an estimation
and obtain a frequency range of 0.1–30 Hz.

The measurement noise not only adds to the insecurity of the phase of the CPD,
but also to the magnitude (the noise estimations of the coherence function have to take
this into account!), which in turn influences the uncertainty of the lags. Also, the lags
are inherently uncertain when the coherence is not perfect (see Fig. 5.1). Therefore
noise terms have to be taken into account by using the full PSD values P , not only the
signal components S:

σ(δtk) =
1

2πfk

√
M

√
1− g2

k

g2
k

with g2
k =

|〈C〉|2

〈P1〉〈P2〉
(5.26)
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5.3 Fit Functions

In the following, individual fit functions that will be used for the modeling of spectral
and timing data in the later analysis chapters (chapters 6, 7 and 8) are introduced.
Except for the Lorentzians and the exponentially cutoff power law for low frequencies,
which were written directly for ISIS, all fit functions presented here can be used both
in XSPEC and ISIS.

cutoffpl

cutoffpl describes a power law which is exponentially cutoff at a certain energy

Pcutoff = N ·
(

E

1 keV

)−Γ

· exp

(
− E

Ec

)
(5.27)

with Γ the photon index, Ec e-folding energy and N the normalisation factor [photons
keV−1 cm−2 s−1], i.e., Pcutoff(1 keV) = N · exp (−1 keV/Ec). This is a phenomenological
model which describes the general shape of a spectrum without a direct physical
interpretation.

bknpower

bknpower describes a broken power law

Pbkn(E) =

{
N · (E/1 keV)−Γ1 for E ≤ Ebr

N · (Ebr/1 keV)(Γ2−Γ1) · (E/1 keV)−Γ2 for E > Ebr

(5.28)

here N is defined in the same manner as in the cutoffpl-function, Ebr is the break
energy, i.e., the energy at which the power law index changes, and Γ1 and Γ2 the photon
indices below and above the break respectively. This is an empirical model without a
distinct underlying physical process.

highecut

The highecut function describes a high energy cutoff. This is a multiplicative function
defined by

M(E) =

{
exp [(Ecutoff − E)/Efold] for E ≥ Ecutoff

1.0 for E ≤ Ecutoff
(5.29)

where the free parameters are the cutoff energy Ecutoff and the e-folding energy Efold,
both given in keV.

egauss

egauss describes a Gaussian line profile function on the energy grid

G(El, Eh) =
A

σ
√

2π

Eh∫
El

dE exp

[
−(E − E0)

2

2σ2

]
(5.30)
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with A the area under the Gaussian with the centre energy E0 and the width σ [keV],
which is related to the Full Width at Half Maximum (FWHM) by

FWHM = 2
√

2 ln 2(σ) (5.31)

Given the resolution of the data used, this is often a good proxy for the shape of
emission (A > 0) and absorption (A < 0) lines which are not fully resolved.

In this work this function will be typically used to model the Fe Kα emission line at
about 6.4 keV. Although the shape of this line shows relativistic effects, the resolution of
the PCA instruments of about 0.4 keV is too low to allow the exact shape of the line to
be seen in the spectra. Another use is to model the Tungsten instrumental background
line in the INTEGRAL spectra, the exact shape and behaviour of which are unknown.

comptt

comptt is the analytical Comptonization model by Titarchuk (1994). It is an analytical
model for the Comptonization of soft photons in a hot plasma. The soft photon spectrum
is modelled as a Wien law (x2e−x photons) to allow for a particularly simple analytical
form. The model has five parameters, one of which, approx is a geometry switch. In
this work, approx = 1 is used, i.e. a disc geometry and an analytic approximation
for the calculation of the optical depth. Further free parameters are the redshift, the
temperature of the input photons in keV, the plasma temperature in keV, the optical
depth of the hot plasma and a normalisation parameter4.

Further information about the model can be found in Titarchuk (1994),Titarchuk &
Lyubarskij (1995) and Hua & Titarchuk (1995).

tbvarabs

tbabs is the Tuebingen-Boulder ISM absorption model which calculates the X-ray
absorption in the ISM between the observer and the source

Iobs(E) = e−σISM(E)NHIsource(E) (5.32)

where NH is the hydrogen number density and both the gas and the grain-phase of the
ISM as well as the molecules are taken into account via

σISM = σgas + σmolecules + σgrains (5.33)

To account for the contribution of different atoms and ions, σgas is calculated as the sum
of the different photoionisation cross section weighted by their abundances normalised
to NH .

This model was introduced by Wilms et al. (2000), who also updated the the ISM
abundances and the different cross sections. To use the updated value, the abundances
have to be set to wilm in ISIS (the same applies for XSPEC).

tbvarabs is a variant of this model which allows the user to vary the elemental
abundances and the redshift.

The code of the version of tbvarabs, called tbnew, used for this work, is an improved
version of the model presented by Wilms et al. (2000) with better resolution of the cross

4An instructive animated overview over the effect of the changes in single parameters of the
comptt-model on the whole model spectrum can be found on the homepage of D.Maitra under
http://www.astro.lsa.umich.edu/∼dmaitra/models/
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sections and – more importantly in the light of the rather poor spectral resolution of the
instruments used as compared to instruments like Chandra – improved computational
behaviour5.

diskbb

diskbb is a simple model describing a multicolour accretion disc with T ∝ R−3/4 as
introduced in Sec. 2.2 (Mitsuda et al., 1984; Makishima et al., 1986). This model has
two free parameters, the temperature at the inner disc radius measured in keV and an
norm parameter K which takes into account the inner disc radius rin, the distance to
the source d and the inclination θ of the disc with θ = 0 for a face-on disc

K =

(
rin/km

d/10kpc

)2

· cos θ (5.34)

reflect

reflect is a model for reflection from neutral material as introduced by Magdziarz &
Zdziarski (1995). As it is a reflection model, it requires another model the photons of
which are reflected. To use this model an extension of the grid on which the model is
calculated into higher energies is essential, as photons are Compton down scattered into
the considered energy range. This model has five free parameters: the reflection scaling
factor, the redshift, the abundance of elements heavier than He, the iron abundance
and cos i, the inclination angle.

agnjet

agnjet is a physical model describing the broadband emission (radio to X-ray/gamma-
rays). It was introduced in a simplified form including only synchtrotron emission by
Markoff et al. (2001) and further expanded to include Compton processed by Markoff
et al. (2003), Markoff & Nowak (2004), and Markoff et al. (2005), as well as an irradiated
disc by (Maitra et al., 2009). agnjet is the most complex model of all presented here.
It has over 20 free parameters which will be explained in detail when used in Sec. 8.3.1.

Lorentzians

Lorentzians are Fourier transforms of damped harmonic oscillations and have the form

Li(f) = π−1 2R2
i Qifi

f 2
i + 4Q2

i (f − fi)2
(5.35)

where Ri is the normalisation constant, Qi = fi/∆fi,FWHM the quality factor with
∆fi,FWHM the full frequency width of the Lorentzian at half of its maximum value, and
fi the resonance frequency.

fi is related to the peak frequency νi, where f × Li(f) reaches its maximum via

νi = fi

(
1 +

1

4Q2
i

)1/2

(5.36)

5The tbnew absorption model can be found at http://pulsar.sternwarte.uni-erlangen.de/
wilms/research/tbabs/
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These Lorentzian profiles have been implemented into ISIS by Böck (2008). For
each frequency bin [flo, fhi] the model is evaluated by Böck (2008)

fhi∫
flo

Li(f)df =
R2

i

π

[
arctan

(
2Qi(fi − flo)

fi

)
− arctan

(
2Qi(fi − fhi)

fi

)]
(5.37)

Exponentially Cutoff Power Law for Low Frequencies

An exponentially cutoff power law of the form

Pcutoff = kfαexp(−f/fcutoff) (5.38)

where k is the norm, α the power law index and fcutoff the cutoff frequency, has in
principle already been introduced with the cutoffpl function. Böck (2008) discuss the
problems they encountered using cutoffpl for their fits of PSDs at low frequencies.
These are due to approximations employed in the computation of the required integral
over Pcutoff . Böck (2008) therefore introduce a different approximation better suited for
small frequencies. Their function is used in this work.
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6 X-ray Spectral and Timing
Analysis: RXTE
Being a bright, persistent source Cyg X-1 is among the best candidates both for spectral
and timing analysis. An ongoing, bi-weekly observational campaign with RXTE allows
to assess the spectral and timing variability of the source on timescales from minutes to
years (cf. Pottschmidt et al., 2003b; Gleissner et al., 2004b,a; Wilms et al., 2006). The
aim of this chapter is on one hand to extend the spectral analysis performed by Wilms
et al. (2006), i.e., to include observations after 2004 and to model single orbit spectra
instead of observation averaged spectra (Sec. 6.1). On the other hand, state transitions
and failed state transition, which are accompanied by radio flaring activity, are of a
special interest, as both the accretion and the ejection components change (cf. Sec. 2.4).
Therefore a detailed X-ray timing analysis is performed on three RXTE observations
made during a radio flare to assess the evolution of the timing properties in relation to
the radio activity (Sec. 6.2).

6.1 Spectral Analysis

6.1.1 Overview over the Available Data

The Bi-weekly Observational Campaign

Panel 3 of Fig. 6.1 shows an overview over the RXTE observations obtained mostly
during the extensive ongoing bi-weekly observation program (cf. Pottschmidt et al.,
2003b; Gleissner et al., 2004b,a; Wilms et al., 2006) as well as daily averages of the
RXTE/ASM count rates since the very start of the RXTE satellite at the end of 1995.
Additionally, lightcurves from different instruments emphasise the connection between
the variability in different energy bands. It can, e.g., easily be seen by naked eye that
high flux in the soft X-ray band (as measured by the ASM) corresponds to low flux in
the radio band, in agreement with the characterisation of the soft state in Sec. 2.4.

Figure 6.2 shows the ASM hardness intensity diagram (HID) for Cyg X-1 with data
since the begin of the RXTE mission in 1996. Two different regions can be seen in
the diagram corresponding to the hard state, with low ASM count rate and a hardness
of roughly above 1, and the soft state, with high ASM count rates and a hardness of
roughly below 0.5. The scarcely filled regions between these two accumulations of data
points corresponds to the jet line. It can be easily seen on this figure, that Cyg X-1 is a
good candidate for the analysis of the behaviour of microquasars both in the hard state
and when crossing the jet line.

Data Used for This Analysis

Since the spectral shape of Cyg X-1 is highly variable already on a timescale of orbits,
the approach employed by Böck, VG, et al. (in prep.) was adopted and the spectra were
extracted for individual orbits of the RXTE satellite. Note that Wilms et al. (2006),
who present an earlier spectral analysis of part of the campaign (from beginning of
the observations campaign in 1996 up to the end of 2004), do not split their spectra
in individual orbits and have therefore only 202 spectra as opposed to the about 1200
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Figure 6.1: Cyg X-1 lightcurves as obtained with INTEGRAL/ISGRI during the time
of the Cyg X-1 Key Programme (first two panels), with RXTE/PCA in the bi-weekly
observational monitoring campaign (third panel), with RXTE/ASM (fourth panel),
with Swift/BAT (fifth panel) and the Ryle/AMI radio telescope (last panel)
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Figure 6.2: Hardness
intensity diagram
for Cyg X-1 using all
ASM data since the
start of RXTE in
1996.

used in this work which include all the data from the campaign from 1996 to the end of
September 2008.

Due to improvements in calibration, it is possible to use PCA data in the range
from 3 keV to 40 keV (see Sec. 4.2.3). Systematic errors of 0.5% are added to the PCA
data. HEXTE data are used in the range of 20–200 keV with no systematic errors. All
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Figure 6.3: Correlation between the soft (Γ1) and hard (Γ2) photon indices and (left
panel) and soft photon index Γ1 and the power law break ∆Γ = Γ1 − Γ2 (right panel)
as obtained by Wilms et al. (2006) (red circles) and as obtained in the present analysis
(black circles).

data are individually grouped to a minimum signal to noise ratio of 4.5.
All broken power law and Comptonization fits presented in Sec. 6.1.2 and Sec. 6.1.3

were carried out in close collaboration with M.Böck (Remeis Observatory/ECAP,
Bamberg, Germany).

6.1.2 Empirical Model: Broken Power Law

Wilms et al. (2006) have shown that the spectrum of Cyg X-1 can be well and in case
of the hard state even best modelled by a phenomenological model consisting of a
exponentially cutoff broken power law, the Fe Kα line and a disc component, which
becomes prominent only in the soft states. Here, the analysis of Wilms et al. (2006) is
extended to include all Cyg X-1 observations until September 2008.

The fit function for the broken power law fits has the form

tbnew(1)*constant(Isis Active Dataset)*(bknpower(1)*highecut(1)+

+egauss(1)+diskbb(1))

The continuum is modelled by a broken power law with an exponential cutoff and
modified by a Gaussian function to account for the Fe Kα line and a multicolour black
body for the accretion disc component. Additionally, the continuum is modified by
interstellar absorption (abundances are fixed to the values of Wilms et al., 2000). The
individual model components are introduced in Sec. 5.3.

Less than 10 spectra out of ∼ 1200 fitted spectra are modelled with a χ2
red > 2. As

some fits of such a big number will always get stuck in an unphysical local minima with
a comparatively high χ2 value, these fits are omitted in the following analysis.

Figure 6.3 shows the correlation between the soft (Γ1) and hard (Γ2) photon indices
as well as the correlation between the soft photon index Γ1 and the power law break
∆Γ = Γ1 − Γ2. The correlation observed by Wilms et al. (2006) is confirmed by the
present analysis. When comparing the Γ1-Γ2 correlation as obtained here and by Wilms
et al. (2006) two features in the present analysis are noteworthy:
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ton index Γ1 and the folding energy Efold

as obtained by Wilms et al. (2006) (red
circles) and as obtained in the present
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First, the correlation extend to lower values of both Γ1 and Γ2 as compared to
Wilms et al. (2006). Interestingly, all data with Γ1 ≤ 1.65 stem from observations after
MJD53500, i.e., those observations were not analysed by Wilms et al. (2006) and fall
into the prolonged hard state that can be seen on Fig. 6.1 in all presented lightcurves.

Secondly, a noticeable feature are observations with 1.7 . Γ1 . 2.1 which do not
follow the overall correlation having a smaller Γ2 (and therefore a greater difference
∆Γ = Γ1 − Γ2) than the main bulk of the data. An examination of the fit values,
however, reveals that these observations show an especially high equivalent hydrogen
column of NH ≥ 2− 3 and in some cases even NH ≥ 10, i.e., clearly not the true values.
As will be discussed in Sec. 8.2 on an example of a representative observation, Γ1 and
NH are correlated: higher NH means higher Γ1 (cf. Fig. 8.2 for an example of confidence
contour for there two parameters). The departures from the correlations are therefore
thought to be caused by this behaviour of the fit parameters and are not physical (Suchy
et al., 2008).

Figure 6.4 shows a further correlation found by Wilms et al. (2006) that can be
confirmed here: there is a correlation between Γ1 and Efold implying that a softer
spectrum below 10 keV means higher curvature at high energies. This correlation is not
as pronounced as that between Γ1 and Γ2.

While both Γ1-Γ2 and Γ1-Efold agree in shape with previous results, the absolute
values are different. This is attributed to the differences in the calibration, which has
been improved meanwhile.

6.1.3 Comptonization Model: CompTT

In more physically motivated model for the Cyg X-1 spectrum the baseline continuum is
formed by a Comptonization model, as Comptonization is able to account for the power
law shape of the spectrum (cf. Sec. 3.2). The hardening above 10 keV is attributed to
reflection of the X-ray photons of the Comptonization corona from the accretion disc.

As before, the presented model is based on that used by Wilms et al. (2006)

tbnew(1)*constant(Isis Active Dataset)*(reflect(1,comptt(1))+

+comptt(1)+egauss(1)+diskbb(1))
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Figure 6.5: Correlations between the plasma temperature kT and optical depth τ (left
panel) as well as the Compton-y parameter and the reflection fraction Ω/2π (right
panel) as obtained by Wilms et al. (2006) (red circles) and as obtained in the present
analysis (black circles).

In addition to Comptonization, represented by the comptt model, and reflection a
proper description of the spectrum requires again a Gaussian component to account for
the Fe Kα line, a multicolour black body to model the accretion disc and absorption.
The individual model components are introduced in Sec. 5.3. The temperature of the
seed photons for the Comptonization component is tied to the temperature of the
multicolour disc to indicate that the Comptonized photons originate in the accretion
disc. However, since the input photon distribution of the comptt model is a Wien
spectrum, not a proper disc spectrum, this approach is therefore only an approximation.
The lower limit for the optical depth τ was set to 0.01 and the upper limit for the
plasma temperature to 500 keV. As the Comptonization model is more CPU expensive
than the empirical broken power law model the approach of Wilms et al. (2006) to fix
the Fe Kα energy at 6.4 keV was followed, as they found that fits with free line energy
lead to largely same results.

The left panel of Fig. 6.5 shows the correlation between the temperature and the
optical depth of the Comptonizing plasma as seen in this analysis and by Wilms et al.
(2006). The right panel of the same figure shows the correlation between the Compton-
y parameter, which gives relative energy change of a photon undergoing Compton
scatterings (see Eq. 3.8), and the reflection fraction Ω/2π. As in the case of broken
power law fits the trends seen by Wilms et al. (2006) can be confirmed. Note however,
that hard observations (high τ and low plasma temperature or high Compton-y and
relatively low reflection fraction, respectively) occupy a wider range in the parameter
space as in the fits presented by Wilms et al. (2006). As before, overall shifts in the
distribution can be seen which can be again attributed to changes in the calibration.

6.1.4 Summary

This analysis represents the most up to update results of the whole Cyg X-1 RXTE
legacy campaign, extending the analysis of the 1996-2004 data by Wilms et al. (2006) to
include observations up to the end of 2008 and towards a higher time resolution. The use
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Figure 6.6: Evolution of
the Ryle radio lightcurve
in May–July 2005 (MJD
53500–54550). The
corresponding RXTE
observations are marked
by red lines.

.

of the most up to data calibration allows for a broader energy range for the individual
detectors. Spectral correlations observed by Wilms et al. (2006) are confirmed. These
results offer a first rough overview over the behaviour of the spectral properties of
Cyg X-1 during a period of 12 years on a timescale of down to single RXTE orbits
(∼ 90 min) and define the context in which the more focused projects that are described
in the following have to be interpreted. See For further analysis plans for the RXTE
monitoring campaign of Cyg X-1 see the outlook in Sec. 9.2.

6.2 Timing Analysis During a Radio Flare

The long term timing analysis of Cyg X-1 has been first presented by Pottschmidt et al.
(2003b) and extended by Pirner (2009) to encompass all observations untill the end of
2008. While the analysis of the whole campaign, whether spectral as presented above or
timing, allow to deduce general trends and correlations as well as determine the context
in which the single observations have to be interpreted, certain individual periods are
of special interests when they allow for additional science. Böck, VG, et al. (in prep.),
e.g., present an in depth spectro-timing analysis of a very well sampled state transition.

An other example of an especially interesting period is the long-term radio flare
in May-July 2005 which was observed in radio (Ryle), infrared (Spitzer) and X-ray
(RXTE) bands and therefore offers a unique opportunity to verify and refine the picture
of the behaviour of Cyg X-1 at different energies, e.g., to constrain the behaviour of the
jet component through additional data in the IR band, where the break between the
optically thin and optically thick emission components is thought to occur.

In this work, timing analysis of the three RXTE observations (dubbed observation
1, 2 and 3, cf. Fig. 6.6), which are simultaneous with the Spitzer observations, was
performed. The results of this timing analysis will provide a basis for further broadband
analysis and help to exactly classify the states Cyg X-1 was in during the observations.
Table 6.2 contains an overview over the observations and their basic properties. The
photon indices derived from broken power law fits can be found in Table 6.3. They
reveal that observation 2 is the softest one – this is also the observation at the peak of
the radio activity of the source –, while observation 1 and 3 are harder, with 3 being
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name PCA channel energy range

low 11-13 4.5–5.8 keV
high 23-35 9.5–15 keV

Table 6.1: Channels and corresponding energy ranges used for the timing analysis.

observation ObsID PCUs off total time [s]

1
91096-01-06-00 134off

9600
91096-01-06-01 134off

2

91096-01-07-00 134off

2816
91096-01-07-01 134off
91096-01-07-02 134off
91096-01-07-03 134off

3
91096-01-09-00 14off and 34off

780891096-01-09-01 134off
91096-01-09-02 14off

Table 6.2: Overview over the RXTE observations used for the timing analysis present
here. Simultaneous Spitzer observations have been performed which will be discussed
elsewhere (Rahoui, ..., VG, et al., in prep.).

the hardest one of the given set.
Only lightcurves with the same number of PCUs on can be used to compute the

timing properties as the dead time and the background corrections are different for
a different number of detectors. Therefore ObsID 91096-01-09-01 is not used in the
following analysis, as it is the only part of observation three with only two PCUs on. To
allow the calculation of the coherence function and the time lag spectrum, lightcurves
have been extracted in two energy bands (dubbed ‘low’ and ‘high’) as listed in Table 6.1.
The resolution is with a resolution of 2−9 s.

Note that all timing quantities presented here are noise corrected unless explicitly
stated otherwise.

Nowak et al. (1999) have estimated that, when taking the dead times of the
instruments into account, PSDs for RXTE become noise dominated only at high
frequencies above 100Hz. This defines the data mode used for the extraction of the
data: a time resolution of 2−9 s results in a Nyquist frequency of 256 Hz (Eq. 5.10) .

For Fourier analysis, the lightcurves have to be gap less and evenly binned. Because
RXTE observations contain gaps due to the orbit of the satellite and the SAA passages,
the lightcurves, which are extracted with a resolution of 2−9 s, were cut into gapless
evenly binned parts consisting of 216 = 65536 bins (128 s). This corresponds to a
minimum frequency of 7.8 · 10−3 Hz when lightcurve segments of full 65536 bins are
used. The timing properties are calculated for every segments (or parts of it, if further
subdivided) and then averaged. Note that due to the use of Fast Fourier Transform
algorithms (e.g., Bracewell et al., 2000) the use of segments with 2n (n ∈ N) bins is
advisable.

6.2.1 PSD Evolution

PSDs are calculated on lightcurve segments with a length of 128 s in the Miyamoto
normalisation (Eq. 5.16) and are logarithmically rebinned to df/f = 0.15, which has
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Figure 6.7: PSDs of observations 1, 2 and 3 in soft (left panel) and hard (right panel)
energy band. Observation 1 is shown in black, observation 2 in red and observation 3
in blue.
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Figure 6.8: PSD of observation 3. Fit
with two Lorentzian components and
a exponentially cutoff power law. The
behaviour of the power law component
shows that a third Lorentzian at higher
Fourier frequency is required. Colours
as in Fig. 6.9, the dashed line represents
the power law component.

proven to be useful for broadband PSDs as those presented here (Nowak et al., 1999;
Pottschmidt et al., 2003b). Figure 6.7 shows PSDs of all three observations in the soft
and hard energy band. A clear evolution of the PSDs can be seen: the whole ‘double
hump’ structure wanders to higher energies as the spectrum softens from observation
1 to observation 2 and back, as it is again harder in observation 3. Additionally, as
the observation becomes softer, the ‘hump’ at lower energies becomes less pronounced –
therefore the strength of the variability components seem to depend on the spectral
slope as seen also by Böck, VG, et al. (in prep.). However, a better characterisation of
these changes is required, which is achieved by decomposing the PSDs into individual
components.

Nowak (2000) have shown that PSDs in the hard state of Cyg X-1 and GX339-4
can be well described as a sum of Lorentzian components, i.e. Fourier transforms of
damped harmonic oscillations. Pottschmidt et al. (2003b), Axelsson et al. (2005) and
Böck, VG, et al. (in prep.) have shown for Cyg X-1 that the softer a state becomes,
the more clearly is an additional power law component required. As the source enters
deeper into the transition, the power law component becomes dominant. The soft states
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Figure 6.9: PSDs of observations 1 (upper row), 2 (middle row) and 3 (lower row) in
the soft (left) and hard (right) energy bands. Fits with three Lorentzian components:
Lorentzian 1 is shown in blue, Lorentzian 2 in brown, Lorentzian 3 in green. The overall
PSD is shown in red. The fit parameters are given in Table 6.3

themselves can often be described by an exponentially cutoff power law only.
In their spectro-timing analysis of a state transition of Cyg X-1 Böck, VG, et al.

(in prep.) use two Lorentzian components and a power law. This allows for fits
with χ2

red ≈ 1 for most of their data (about 80 orbits of RXTE treated as individual
observations) with the exception of a few hard state spectra which seem to require
an additional component at higher energies. Applying the same approach to the data
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Figure 6.10: Best fit for the hard
band of observation 3 with the peak
frequency of the third Lorentzian
forced into the range of around 40 keV.
Colours as in Fig. 6.9

presented here and using two Lorentzian components and an exponentially cutoff power
law for low frequencies described in Sec. 5.3 (the same as used by Böck, VG, et al.,
in prep.) lead to fits such as presented in Fig. 6.8 for observation 3. Although the fit
statistics is good, it is clear that the power law component attempts to compensate for
the lacking rms amplitude in the model compared to the PSD data at high frequencies.
A third Lorentzian component is clearly required for the presented observations. This is
reasonable as observations 1 and 3 are harder than those presented by Böck, VG, et al.
(in prep.), in whose data ν1 varies between 0.5 and 6 Hz. The first two Lorentzians peak
at lower frequencies in the observations analysed here, allowing the third Lorentzian to
move into the frequency band observed (see Pottschmidt et al., 2003b, for fits using
more than 2 Lorentzians).

Fits with three Lorentzian components and without a power law are able to account
for all broadband features of the given PSDs as shown in Fig. 6.9. A power law
component is not required. An overview over the fit parameters of the PSDs and the
overall rms amplitude of the single observations is given in Table 6.3. It has been shown
that the peak frequencies of the Lorentzians ν (see Eq. 5.36) and not the resonance
frequencies are important in terms of correlations (e.g., Nowak, 2000; Nowak et al.,
2002), therefore the values of ν1, ν2, and ν3 are given.

While the overall rms remains fairly constant in the soft energy band, the first two
Lorentzian components show a clear evolution corresponding to the spectral properties
of the observations: the hardest observation (observation 3) shows Lorentzians with the
lowest peak frequencies, the softest (observation 2) Lorentzians with the highest peak
frequencies. This strengthens the assumption that no power law but instead a third
Lorentzian is required for the data presented here.

The same evolution of the first two Lorentzian components can be seen in the hard
energy band. Here, however, also the overall rms amplitude changes accordingly to the
hardness of the observation. The rms values of the individual Lorentzians show that
the rms of the first component decreases more strongly than that of the second one:
the decrease for the observation 1 and 2 is about 20% for the first component and just
about 10% for the second (cf. Table 6.3). This is consistent with the behaviour seen by
Böck, VG, et al. (in prep.) and is therefore considered to be significant even though
the three observations analysed here constitute only one example.

Note that the third Lorentzian component, while required, cannot be well constrained
as it is both low in amplitude and mainly at frequencies where noise effects become
important. The hard band of observation 3 offers a striking example: the best fit
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presented in Fig. 6.9 shows the peak frequency of the third component at 10 Hz, while
it is constantly at about 40 Hz in other PSDs presented here. Fig. 6.10 shows the best
fit for the hard band of the observation 3 with the third Lorentzian in the 40 Hz range.
χ2

red ≈ 2.5 for 60 degrees of freedom already indicates, that this is not a good description
for the data. The residuals also show a clear structure and the second Lorentzian
shifts to higher frequencies to account for the missing rms amplitude at around 10 Hz.
ν3 ≈ 10Hz is in good agreement with the finding of Pottschmidt et al. (2003b) for the
hard state, i.e., it is more likely that the value of ≈ 40Hz derived for the soft band is
the wrong one, especially as the fit shows peculiar residuals around 10 Hz (see Fig. 6.9,
3rd row, first panel). This could, however, only be confirmed by the analysis of a bigger
sample of observations. Therefore, the values for the third Lorentzians are not used to
draw any conclusion from them.

6.2.2 Coherence

To further characterise the evolution of the timing properties, the coherence is computed.
Pottschmidt et al. (2000) have shown that the useful range for calculating average time
lags is between 3.2 and 10.Hz. The coherence is then averaged over the same range.
Therefore, the lower Fourier frequencies are of less interest here and a different length
of lightcurve segments is chosen for the calculation of coherence and time lags than
for the calculation of the PSDs. Segments of 8 s (4096 bins of 2−9 s) were chosen, as
they allow for the coverage of the desired Fourier frequency range and at the same
time mean better statistics and smaller error bars since the number of the segments
used for averaging the Fourier quantities increases. As the PSDs, the coherence is
logarithmically rebinned with df/f = 0.15.

Figure 6.11 shows an example of non-rebinned and rebinned coherence function
for observation 1. Note the strong spread and the large error bars above 20Hz. The
coherence does not show any notable changes between the different observations. The
values for the individual observations can be found in Table 6.3. Given the error bars
of the individual values, they can be interpreted as consistent with each other and
consistent with ideal coherence.

Pottschmidt et al. (2003b, see Fig. 3) discuss several flaring episodes (failed state
transitions): while the stronger flares show a clear decrease in the coherence, the
coherence does not change during the weaker flare. The coherence values therefore are
an indication that the flare analysed here is a weak one, as is also evident from the
spectral characteristics ob the presented observations.
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Figure 6.12: Unrebinned time lag spec-
trum of observation 1. Dashed lines in-
dicate the Fourier frequency range used
for the calculation of the mean lag.

The high value of coherence does also allow for a reliable calculation of time lags
which will not suffer from uncertainties resulting from a low coherence.

6.2.3 Time Lag Evolution

Time lags have been proven to be robust tools to characterise state transitions: already
Pottschmidt et al. (2000) have pointed out that enhanced lags are generally associated
with transitions or failed state transitions. In a permanent state, whether hard or soft,
the shape of the time lag spectrum and the mean value of the lags in the 3.2–10 Hz band
will be alike. While Pottschmidt et al. (2000) analyse data from Cyg X-1, a similar
behaviour was found by Kalemci et al. (2003) for XTEJ1650–500. Muñoz-Darias et al.
(2010) compare their time lag spectrum for XTEJ1752–223 in the hard to those of
Pottschmidt et al. (2000) and Nowak et al. (1999) for Cyg X-1 and find a very good
agreement in shape and value.

Figure 6.12 shows an unrebinned time lag spectrum calculated between the soft and
the hard energy band. The lags become noise-dominated above 20–30 Hz, as expected
from calculations by Nowak et al. (1999). The sharp ridge seen at higher frequencies is
due to the fact that the time lag is computed from the phase lag (Eq. 5.25). A phase
lag φk cannot be distinguished from the phase lag φk + 2nπ (with n an integer). There
is therefore a maximal measurable time lag at a certain frequency. The range in which
the mean lag is calculated is not affected by these effects.

The logarithmically rebinned (df/f = 0.15) time lag spectra for all three observations
are shown in Fig. 6.13. In all the observations the soft band clearly leads the hard
energy band. The lag spectra show structure, but not as prominent as in observations
presented by Pottschmidt et al. (2000).

The time lag spectrum has typically a power law shape f−α with α & 0.7 (Nowak
et al., 1999) in the hard state. This implies that the lag spanning more than an order
of magnitude over the range where the lag is not dominated by the noise. To calculate
a meaningful value for the mean lag one therefore needs to average over a relatively
narrow frequency range. Here following Pottschmidt et al. (2000) the average is taken
between 3.2 and 10 Hz.

The mean lags are listed in Table 6.3. They confirm the finding from the PSDs: the
3.1 ms lag in observation 1 is slightly increased compared to the value of 2 ms which was
found to be the basic lag for observations in a stable hard state by Pottschmidt et al.
(2000, 2003b). It increases further to 5.5 ms in observation 2, but never reaches values
as high as 10 to 20ms observed during the full state transitions by Pottschmidt et al.
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Figure 6.13: Time Lags of observations 1 (left upper panel), 2 (right upper panel) and
3 (left lower panel) between the soft and the hard energy bands. The right lower panel
shows time lags of all three observations (observation 1 – black diamonds, observation 2
– red circles, observation 3 – blue squares) without error bars for clarity of the plot.
Dashed lines indicate the Fourier frequency range used for the calculation of the mean
lag. Negative values in the noise dominated part of the time lag spectrum (> 30Hz)
are omitted for the plot.

(2000). In observation 3 the lag is at 2.0ms. The general trend seen in the spectral
shape and the behaviour of the PSDs and their components (observation 2 being the
hardest, observation 1 slightly softer and observation 3 the softest) is confirmed by the
behaviour of the time lags.

6.2.4 Interpretation

The results of this timing analysis of RXTE data of Cyg X-1 as observed during a radio
flare are consistent with those presented by Böck, VG, et al. (in prep.), Pottschmidt
et al. (2003b) and Axelsson et al. (2005). A subtle, but clearly significant evolution is
seen in the timing parameters which fits the bigger picture of the states and therefore
their correlation with spectral hardness and radio flux. The timing properties confirm
the indication of the spectral analysis that the three observations cover a failed state
transitions, i.e., a phase, where the properties of the source change towards those of
the soft state, but never fully reach it and instead return to the hard state values. The
full importance of the analysis will only reveal itself once the analysis of the Spitzer
infrared data is done, i.e., once the timing properties can be seen also in context of
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obs Γ1 band χ2
red rms ν1 ν2 ν3 coh. lag

(ν = 60) [%] [Hz] [Hz] [Hz] [ms]

1 1.83 ∗ soft 1.5 30.0 0.33 2.6 42.6
0.99 3.1

hard 1.7 25.3 0.33 3.0 43

2 2.05 ∗ soft 1.6 29.9 0.65 4.6 44.6
0.98 5.5

hard 1.5 23.4 0.68 4.9 45

3 1.75 ∗ soft 1.5 30.4 0.20 1.7 42
0.99 2.0

hard 1.7 29.0 0.22 1.5 10.

obs band rms1 rms2 rms3

[%] [%] [%]

1
soft 19 21 6
hard 15 19 7

2
soft 21 17 6
hard 16 15 10

3
soft 20 20 8
hard 18 19 11

Table 6.3: PDS fit parameters, time lags, coherence
∗ spectral data and fits by J.Wilms

the infrared flux and possibly jet fits performed to the joined RXTE and Spitzer data
(Rahoui, ..., VG, et al., in prep.). Because of the low number of observations analysed
no general correlations can be derived from the analysed data. This is not the purpose
of this analysis, which tries to characterise the timing properties of three individual
observation in order to be able to classify the observation in a broader context. For a
study of spectro-timing correlations during a state transition see Böck, VG, et al. (in
prep.).

The origin of the different frequencies seen in the PSDs of Cyg X-1 and other BHBs
is still under discussion. Most of the proposed models connect the observed frequencies
with the general relativistic frequencies of perturbed orbits in the vicinity of the black
hole. Nowak & Lehr (1998) offer a review on such a diskoseismology and discuss different
characteristic frequencies. They are able to explain the high frequency (60–300Hz)
quasi-periodic oscillations seen in other BHB sources than Cyg X-1. However, Nowak &
Lehr (1998) also point out that stable oscillations in the inner regions of the accretion
disc, which they discuss are rather insensitive to luminosity variations and show a low
rms variability. They are therefore not to be applied to systems showing & 10% rms as
Cyg X-1 does.

Another approach is made by Kylafis et al. (2008) whose jet model predicts the
observed variability and the dependence of the peak frequency on the spectral index.
They demonstrate this explicitly for the first Lorentzian in their Fig. 4 comparing
their simulated data to those obtained by Pottschmidt et al. (2003b) for Cyg X-1. This
behaviour was also seen for the three observations analysed here. However, some details
of their model, e.g. the exact jet ejection mechanism that defines the normalisation of
the correlation, are not yet clear.

For time lags, Körding & Falcke (2004) offer a general explantaion of their origin
and the observed dependency on the energy by a simple pivoting power law. The power
law can be produced either in a jet or in a corona. However, they do not address the

73



return to the small lags in the soft state as observed, e.g., by Pottschmidt et al. (2000).
A more detailed discussion of the lag origin in a jet is given by Kylafis et al. (2008),

who are able to reproduce correlation between the spectral index and the time lag for
the state transition in their jet model. This would be sufficient to describe the data
as presented here, where only the increase in the time lags is seen as the source enters
deeper into the flare and becomes softer and again a decrease when the source returns
to the hard state. There are, however, no indications how the above mentioned decrease
of the time lags in the soft state itself could be explained in the context of the model of
Kylafis et al. (2008).

Recent results by Uttley et al. (2010, in prep.) who analyse PSDs and phase lags of
Cyg X-1 won with XMM Newton at lower energies (< 3 keV) than those accessible with
RXTE again suggest the accretion disc and its instabilities as the driving force behind
the X-ray variability in the hard state. In the soft states the disc stabilises again. This
implies that the variability seen within the RXTE energy range as analysed here is a
reaction to what happens at lower energies.

74



7 X-ray Spectral and Timing
Analysis: INTEGRAL

The Coded Mask Technique
is the worst possible way of making a telescope.

Except when you can’t do anything better!
– G.K. Skinner –

Results presented in Sec. 6.1.1 and references therein make it clear, that while a lot has
and still can be gained from the understanding the spectra of Cyg X-1 in the 3–200 keV
range and the timing variability properties in the 2–20 keV range, only a more broadband
approach will allow to fully understand the physics. INTEGRAL/ISGRI with its useful
energy range of 20–500 keV does, for example, provide the possibility to better constrain
of the e-folding energy for power law descriptions of the spectrum (cf. Sec. 6.1.2). In
addition, there is evidence for the existence of a population of non-thermal electron
resulting in a hard tail above 200-300 keV (Fritz, 2008), which could originate in the jet.
Also, the timing analysis at high energies will allow to better constrain the origin of the
different variability components (Pottschmidt et al., 2006).

To investigate the behaviour of Cyg X-1 at high energies is the aim of the Cyg X-1
INTEGRAL Key Programme analysed in this chapter. Unless explicitly states otherwise
the following analysis is performed with OSA 7.

7.1 The Cyg X-1 Key Programme

7.1.1 Overview of the Observations

Panels 1&2 of Fig. 6.1 show an overview over the INTEGRAL/ISGRI Cyg X-1 Key
Programme (KP) observations in the context of the observations of the source with
other instruments. Table 7.1 lists all the observations and the corresponding times.
Near real time (NRT, see Sec. 4.3.4) of two additional observations made in revolutions
875 and 877 were used for tests of different pointing modes (Sec. 7.1.2). Note that the
Cyg X-1 KP observations are performed in blocks, i.e., as deep pointings allowing long
integration times.

The Cyg X-1 KP falls into a period of low activity of the source. Following the
definition for the distinction between states of Wilms et al. (2006), who define hard
state as the state with the ASM count rate below 45 cps, almost all observations can be
classified as hard states. Only the four observations in May 2009 are in a slightly softer
state, but still far away from the soft state lower threshold of 80 cps.

Figure 7.1 show the ASM hardness intensity diagram of Cyg X-1 as presented in
Sec. 7.1, with data taken after the start of the INTEGRAL Cyg X-1 Key Programme
now highlighted in red. The source has clearly not been in a soft state since December
2007.

7.1.2 Observing Strategy: From Hex to Random Pointing
Mode

The observing strategy of the Cyg X-1 Key Programme was chosen in a way that
would allow for a broad band study of the source variability, that is using the hex
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revolution 628 629 630 631
date 4.–6.12.07 7.–9.12.07 10.–12.12.07 13.–15.12.07
mean MJD 54440 54443 54446 54449

632 673 682 683
16.–18.12.07 18.–19.4.08 13.–16.5.08 16.–19.5.08

54452 54574 54602 54606

684 739 741 742
19.–22.5.08 31.10.–2.11.08 6.–8.11.08 9.–11.11.08

54609 54772 54778 54781

743 744 745 746
12.–14.11.08 15.–17.11.08 19.–20.11.08 23.11.08

54784 54787 54790 54794

756 758 794 803
23.12.2008 27.12.2008 15.–16.4.2009 10.–13.5.09

54824 54828 54938 54964

804 805 806
14.–16.5.09 16.–19.5.09 19.–21.5.09

54967 54970 54972

Table 7.1: Overview over numbers and dates of the INTEGRAL observations of Cyg X-1
since the start of the Cyg X-1 Key Programme. Grey are observations with less than 30
ScW, which are therefore not used for the revolution averaged analysis. Note that due
to the dithering pattern of the satellite and inclusion of the data from other observation
programs not every science window of a given revolution within the given time interval
will have Cyg X-1 in the FOV of the IBIS instrument.

dithering mode (see Sec. 4.3.3) to allow for good coverage with JEM-X. However, the
regularity of the hex pattern enhances the so-called ‘ghosts’ – artefacts from the image
reconstruction consisting of 8 main intensity maxima aligned with the detector edges,
which are inherent to coded mask instruments’ PSF (see Sec. 4.3.2). The data extraction
and processing software cannot fully eliminate these ghosts and some of them might be
strong enough to be recognised as new sources by the software.

To reduce the spurious structure and therefore improve the quality of the data for the
real sources in the FOV of IBIS, a change of the observing strategy consisting of random
pointing (see Fig. 7.2) withing the JEM-X FOV was proposed. The analysis of the NRT
(cf. Sec. 4.3.4) data and a comparison of the imaging results of the random pointing
strategy with the traditional hex pointing (CONS data) as well as circular pointing
proposed as an intermediate solution by the satellite control centre is part of this thesis,
as the ultimate goal of the change of the observing strategy is an improvement of the
quality of the available data and therefore the scientific results.

The considered observations were conducted in the revolutions 875 on 12.12.2009
(circular pattern pointing) and 877 on 18.12.2009 (random pattern pointing) in ScWs
087500020010 to 087500520010 and 087700020010 to 087700360010, respectively. Revo-
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Figure 7.1: Hardness
intensity diagramm
for Cyg X-1 using
all ASM data since
the start of RXTE
in 1996. Data from
December 6 2007 on
(MJD 54439, start
of the INTEGRAL
Cyg X-1 Key Pro-
gramme) are shown
in red.

Figure 7.2: Left: direction of random pointings in the INTEGRAL Cyg X-1 Key
Programme revolution. Right: a close-up of the left panel.

lution 803, which was one of the latest key programme revolutions available as of the
time of analysing the NRT data, e.g., a week after the observations, was used as a
typical example for a hex pattern observation.

Modifications to (almost) all scripts used in this analysis, which have been already
introduced in Sec. 4.3.5, were necessary to accommodate the slightly different structure
of the NRT data. Also, even more careful checkups of single ScW data then usually
were necessary to exclude any broken or otherwise non-usable data as this was not
already taken care of by the satellite team.

Figure 7.3 shows the significance mosaics for these three revolutions. Ghosts are
present in all three observations and are often strong enough to be wrongly recognised
as sources by the OSA software: all the detections labelled ‘NEW’ are located at the
positions of the secondary lobes of the PSF (see Fig. 4.9). However, a simple inspection
by eyesight reveals that the general graininess of the image in revolution 877 is lower
than in revolution 875 and 803: as expected, the random pattern pointing results in a
cleaner image. With the exception of Cyg X-1 and Cyg X-3 all sources in the field are
transient and their detection or non-detection on a reasonable (σdetection > 6) detection
level is not an indication for the quality of an observation.

Figure 7.4 shows the JEM-X mosaic for the Cyg X-1 Key Programme observations
in revolution 877. The coverage of the field is good and the extraction algorithms
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a)
revolution 803
hex pattern

b)
revolution 875
circular pattern
NRT data

c)
revolution 877
random pattern
NRT data

Figure 7.3: Intensity mosaics of INTEGRAL observations of the Cyg X-1-field within
the Cyg X-1 key programme in the 20-40 keV band (left) and 40-80 keV band (right).
Shown are all sources detected in the combined mosaics at a detection level above 6σ.
The ‘NEW’-labelled sources are clearly ghosts.

encounter no problems with the data due to the dithering pattern.
Because of the improvement of the image quality it has been decided to continue

the Key Programme observations with random pointings. An interesting aspect of this
decision is that better timing studies might be possible in the future, as the source is
always in the fully coded FOV during such pointing, so that changing quality of the
data has less influence on the results.

78



Figure 7.4: JEM-X intensity mosaic image
of the Cyg X-1 Key Programme observations
in revolution 877 (random pointings). Note
the different scale as compared to the ISGRI
mosaics which is due to the lower sensitiv-
ity of JEM-X. The position of Cyg X-3 is
shown for reasons of orientation, as it was
not within the FOV of JEM-X.

Figure 7.5: Comparison of extractions with different parameters for the Cyg X-1 field.
Left panel: intensity mosaic of the extraction with OBS1 SouFit = 0 (fitting source
position) and OBS1 SearchMode = 2 (looking at K brightest sources in the field, with
K set to 15 per default value of the OBS1 ToSearch parameter).
Middle panel: intensity mosaic of the extraction with OBS1 SouFit = 1 (fixed source
positions from catalogue) and OBS1 SearchMode = 1 (will look at all sources from the
input catalogue).
Right panel: intensity difference between both extractions.

7.2 Image Reconstruction

7.2.1 Comparison of Different Extraction Methods

Image reconstruction is the basic step in any analysis of ISGRI data. Due to the very
nature of coded mask instruments, the best way of reconstruction is highly dependent
on the features of the field in question. It can be influenced and changed by changing
extraction parameters in the basic steps of science analysis, especially the IMA step
(see Fig. 4.11). In the following, two different approaches are exemplified and their
influence on the further analysis are explained.

Figure 7.5 shows a comparison between two different extractions of the same science
window, 063200010010, which is part of the Cyg X-1 key program. The parame-
ters changed between the two extractions are OBS1 SouFit, OBS1 SearchMode and
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Figure 7.6: Comparison of raw
spectra of Cyg X-1 with different
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OBS1 ToSearch – all three are parameters passed to the ii skyimage routine, which is
part of the standard IBIS pipeline and deconvolves the shadowgrams.

• OBS1 SouFit defines the approach to defining source positions: setting it to 0
allows to fit the source positions in the vicinity of the catalogued position, setting
it to 1 forces the use of fixed source positions from the catalogue, the software
will also use all the sources listed in the catalogue. Fixed source positions are
especially useful in crowded fields, where free fitting would lead to confusion of
nearby sources, or for weak sources, which might otherwise not be recognised by
the software (Chernyakova & Neronov, 2008).

• OBS1 SearchMode defines the source search mode. The search can be performed
as a search for significant excess (= 0), for all catalogue sources (= 1), for a
defined number of K sources defined by the OBS1 ToSearch parameter (= 2) and
for all catalogue sources plus K significant excesses (= 3).

The intensity image on the left panel of Fig. 7.5 is obtained by setting:

OBS1 SouFit = 0
OBS1 SearchMode = 2
OBS1 ToSearch = 15

on the middle panel by setting:

OBS1 SouFit = 1
OBS1 SearchMode = 1

No differences can be seen by bare eye in the intensity mosaics – subtraction however
reveals differences which show a clear structure and are therefore systematic. Since
the individual images are used further to calculate the mosaics and the catalogues
obtained from the mosaics are used for spectral and timing extractions, these differences
propagate and strongly influence the final results of the analysis. Fig. 7.6 shows the
comparison between single ScW raw spectra1 obtained for the same ScWs using the
same parameters as the images in Fig. 7.5. The spectra are clearly different already on
the ScW level and the choice of the exact extraction parameters is therefore crucial.

1Note that RMF- and ARF-files are the same for both extractions and therefore could not compensate
the differences.

80



Figure 7.7: IBIS intensity (left) and significance (right) mosaics for revolution 628 of
the Cyg X-1 key programme (87 ScWs). Marked are sources detected with σdetection ≥ 6.

As the field of Cyg X-1 is not especially crowded due to its high galactic longitude
and therefore the distance to the highly populated galactic centre 2 and Cyg X-1 itself
is a very bright source (σdetection ∼ 9× 102 ) OBS1 SouFit = 0, OBS1 SearchMode = 2
and OBS1 ToSearch = 15 are chosen. Since the Cyg X-1 field has at most 6 to 7 sources
detected with σdetection ≥ 6, the threshold used in this work between the sources taken
into account for the spectral and lightcurve extractions, OBS1 ToSearch = 15, does not
put any constraints on the results.

Generally, two energy bands are considered for this work: 20–40 keV and 40–80 keV.
Although in principle lower energies than 20 keV are detectable, the detector response
in this energy range is not well enough understood to use it for scientific purposes.

7.2.2 Mosaics

The second basic step after the imaging of single ScWs is the production of mosaics –
combined images of different ScWs. Only in mosaics weaker sources can be recognised,
the mosaics are therefore basic for source detection as they provide the source catalogues
used for spectral and timing extractions.

In this work mosaics are calculated over whole revolutions. Figure 7.7 shows the
intensity and significance mosaic images for revolution 628 in the 20–40 keV band for
pointing offset angles up to 20◦. 87 ScWs have been summed up for this image, resulting
in a total exposure of about 210 ks or 2.5 days. Especially striking are the differences
on the edges of the respective mosaic: while the reconstructed intensity is high, up to
about 20 cps, the significance is low, as these are artificial effects. Besides the intensity
and significance maps the image files produced during the mosaic step also contain the
variance and the exposure maps.

From here on only sources with σdetection ≥ 6 are considered. This is appropri-
ate as Cyg X-1 is detected with a σdetection ∼ 9 × 102.3 The catalogues are there-

2An example for a very crowded field where OBS1 SouFit = 1 is required is the galactic centre
itself, where source confusion is otherwise a problem even for the brightest sources.

3For a weaker source a different threshold might be appropriate – for the detailed analysis of, e.g.,
3A 1954+319 which is detected on a level below 10, sources with σdetection ≥ 3 were taken into account
(D.M.Marcu, K. Pottschmidt, priv.comm.).
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fore filtered to contain these sources, which will always include Cyg X-3, the second
brightest persistent source in the field, as well as, when especially active, further vari-
able sources, namely: EXO 2030+375, QSO B1957+405, SAX J2103.5+4545, Cyg X-2,
SNR 074.0-08.5, IGR J2147+5058 and 3A 1954+319, an especially interesting neutron
star LMXB which will be briefly discussed in the following section. An example mosaic
in the 20–40 keV band with marked locations of the weaker sources with 1≤ σdetection < 6
is shown on Fig. 7.8.

Due to the imperfection in the extraction mechanism ghosts are often present – as
the software cannot distinguish between real new sources and ghosts of the known
bright sources (see Fig. 7.3 for some prominent examples), a careful examination of
every mosaic is needed. All detections marked as new in the mosaics of the Cyg X-1
Key Programme observations analysed in this work can be attributed to ghosts and are
removed from the catalogues used for lightcurve and spectral extractions.

7.2.3 3A 1954-319 – an Interesting Source in the Field

An illustration of the importance of the mosaics is the detection of 3A 1954+319 in the
mosaics of the Cyg X-1 key programme observations. While this is not a new source the
level of activity was not expected: it was detected with σdetection ≥ 6 in the revolutions
628–632, 739, 741–746 and 758 in the 20–40 keV band and in the revolutions 739 and
741–745 in the 40–80 keV energy band and is therefore one of the 4 to 6 brightest
sources in the Cyg X-1 field at these times.

3A 1954+319 was detected by Uhuru (Forman et al., 1978) and Ariel V (Warwick
et al., 1981). Masetti et al. (2006) identified the companion, a M-type supergiant and
therefore placed 3A 1954+319 in the category of the rare symbiotic X-ray binaries, where
a neutron star orbits within the inhomogeneous medium close to its giant companion.
The data for this interesting source are sparse and have been analysed by Corbet et al.
(2008), who used Swift/BAT and RXTE/ASM data, and Masetti et al. (2007), who used
BeppoSAX, EXOSAT, ROSAT, RXTE and Swift data. INTEGRAL observation of the
source in the years 2003–2006 were previously presented by Mattana et al. (2006), who
point out that the extremely long period of ∼ 5.2–5.3 hours observed in the lightcurves
of the source cannot be the orbital period, as this would imply the an neutron star orbit
within the radius of the M-type companion, and therefore has to be the spin period on
the compact object. 3A 1954+319 is therefore one of the slowest rotating neutron stars
know.

The INTEGRAL observations of the Cyg X-1 Key Programme offer an opportunity
to learn more about this rare class of X-ray sources and especially their properties in
the hard X-rays on long time scales of hours to days, as the source was in the FOV of
IBIS for a big part of the Cyg X-1 KP. Specifically the long timescales are important
for the determination of pulse period evolution.

First results of the analysis have been presented in Marcu, ... ,VG et al. (2010): a
very strong spin-up was found during the flaring period in 2008. A full analysis will be
presented in the forthcoming paper by D. M. Marcu, ..., VG, et al. (in prep.).
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7.3 Timing Analysis

7.3.1 Comparison of ii light and ii lc extract

To be able to conduct timing analysis with INTEGRAL a thorough understanding of the
data extraction mechanisms and their influence on the results is required. Pottschmidt
et al. (2006) have already pointed out that the RXTE/PCA and ISGRI PSDs (calculated
from lightcurves they obtained with evts extract in Miyamoto normalisation) agree
well in shape where they are not noise dominated, but the ISGRI PSD normalisations are
an order of magnitude too low. Fürst et al. (2010) analyse 6 s lightcurves from Vela X-1
obtained with the ii light-tool and find that the Poisson noise in Leahy normalisation
is not as expected at 2 (rms2/mean) Hz−1, but instead at ca. 100 (rms2/mean) Hz−1.

ii light and ii lc extract

The two main tools employed for timing analysis with INTEGRAL are ii light and
ii lc extract 4.

ii lc extract is the standard tool in the INTEGRAL data extraction pipeline.
In OSA 8 it is also the only one for higher time resolution5. ii lc extract performs
a full image deconvolution for every time and energy bin in which the lightcurve is
extracted, that is, the imaging step is repeated on very thin slices of data. Because the
full deconvolution is performed, this approach is more exact, but also highly time and
CPU expensive, with the lightcurve extraction for a single revolution in two energy
bands taking about one or two days on a single CPU (J. Rodriguez, priv.comm.). The
IBIS Analysis User Manual 7.0 cautions not to use ii lc extract for lightcurves with
less than 1min resolution Chernyakova & Neronov (2008), but the OSA 8 version is
capable of producing meaningful results for a resolution up to 10 s for bright sources (J.
Rodriguez, priv.comm.).

ii light uses a different approach. Here the lightcurves are calculated from the
pixel illuminated fraction (PIF), a number between 0 and 1 for each pixel which expresses
the degree of illumination of the pixel for a given source. The treatment of other sources
in the field as well as the weighting of partially illuminated pixels contribute to the
final result. Therefore an alternative PIF-based algorithm developed by C.Ferringo
(see Sec. 7.3.3) has also been testes in this work.

ii light can be used for higher time resolution of up to 0.1 s for bright (∼ 100 cps)
sources. It uses less resources than ii lc extract: the lightcurve extraction for a
single revolution in two energy bands takes a few hours. However, as Kreykenbohm
et al. (2008) have shown, the normalisation of fluxes derived from ii light slightly
differs from that derived from the more exact deconvolutions algorithms. Therefore an
in detail comparison between the two algorithms is necessary.

4A further approach is to start from the single events without the deconvolution and with no
background substraction (evts extract). It is only suitable only for fast variability studies with up
to a millisecond timing resolution. evts extract is not used in this work.

5Note, that due to results from this work, which demonstrated that ii light is useful for higher
time resolutions than can be reached with ii lc extract, a newer version of ii light is now part of
the most recent version of the Software, OSA 9, released in May 2010.
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Figure 7.8: Cyg X-1 and GRS 1915+105 fields. Sources with σdetection ≥ 6 are denoted
by named boxes, weak sources with 1≤ σdetection < 6 are denoted by ×.

source energy range ii lc extract data courtesy of

Cyg X-1 20–50 keV J. Rodriguez (DSM/DAPNIA/SAp,
CEA Saclay, France)

GRS 1915+105 18–50 keV M. Cadolle Bel (ESAC, Madrid, Spain)

Table 7.2: Overview over data used for the comparison between ii light and
ii lc extract.

The Fields of Cyg X-1 and GRS1915+105

To be able to quantify differences in the extraction results, a comparison of the perfor-
mance of ii light with the performance of ii lc extract is performed. To guarantee
that the results are not only source or field specific, the Key Programme observations
for two different regions – the Cyg X-1 and GRS 1915+105 regions – are compared.

GRS 1915+105 is an BXB containing a strong black hole candidate which shows
a variety of interesting features. The Key Programme observations of GRS 1915+105
have been analysed by Rodriguez et al. (2008a,b).

Figure 7.8 shows mosaics images in the 20–40 keV range of the fields of both
sources, Cyg X-1 and GRS 1915+105, including only ScWs within the fully coded
FOV. The Cyg X-1 field mosaic consists of 16 ScWs from revolution 628, while the
GRS 1915+105 field mosaic consists of 26 ScWs from revolution 852. As both Cyg X-1
and GRS 1915+105 are bright sources, with a count rate of ∼ 100 cps and ∼ 40 cps
respectively in this revolution, only sources with σdetection ≥ 6 are taken into account
for further steps of the analysis. However, it is important to remember that the weak
sources can still have minor influences on the results. In particular it is important that
the field of GRS 1915+105 is crowded with ∼ 35 weak sources (1≤ σdetection < 6), while
the field of Cyg X-1 shows only ∼ 20 of those.
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Figure 7.9: Comparison of the ii light and ii lc extract extraction results for
Cyg X-1 and GRS 1915+105 fields. A linear correlation is strongly supported by the
data in both cases.

Linear Correlation between ii light and ii lc extract: 10 s resolution

For the direct comparison with the newer version of ii lc extract extractions made
with the newest version of INTEGRAL OSA, OSA 8, are required. An overview over
the energy bands used for the OSA 8 extractions is given in Table 7.2). The ii light

extractions have been adjusted accordingly.
A comparison between the results of two extraction mechanisms is presented in

Fig. 7.9, where the horizontal axis shows the count rate values from ii light and the
vertical axis the corresponding values for the same time bins from ii lc extract. The
cyan circles represent 10 s lightcurves with their uncertainties shown in lighter grey.
The dashed dark grey lines indicate the zero values and the identity. Already with
a 10 s time resolution ii lc extract clearly fails to detect the respective sources in
several time bins, resulting in data points with zero count rate and error (red circles),
which are excluded in the following analysis. Note that such data points are dangerous:
they suggest a detection with zero values and zero uncertainties. A filtering for such
time bins should be done for any analysis conducted with ii lc extract lightcurves.
In case of Cyg X-1 several successive time bins (∼ 60) appeared with zero count rate
in both kinds of extraction. As Cyg X-1 is a persistent source and as there was no
indication for any anomalous source behaviour at this time, these data were clearly
damaged, a not too uncommon issue when the amount of data analysed is taken into
account, even though the exact reason is not evident.

The prolonged, ellipse-like shape formed by the cyan data points obviously indicates
a correlation between the two extraction mechanisms for both sources. However, it is also
clear, that the cyan ‘ellipse’ is not centred on the dashed grey line, as would be expected
for a one-to-one correlation, instead the slope seems higher than 1. This difference
is consistent with the finding of Kreykenbohm et al. (2008), who have analysed all
publicly available Crab data up to revolution 464 (Crab is a commonly used calibration
source in X-ray astronomy in general and for INTEGRAL in particular, see e.g. Kirsch
et al., 2005) and found an offset of about 5% between extractions with ii light and
with full deconvolution methods. The exact shape of the correlation was however not

85



0 500 1000 1500 2000−
50

0
0

50
0

time since beginning of ScW [s]

co
un

tr
at

e 
[c

ps
]

0 500 1000 1500 2000−
50

0
0

50
0

time since beginning of ScW [s]

co
un

tr
at

e 
[c

ps
]

0 500 1000 1500 2000−
50

0
0

50
0

time since beginning of ScW [s]

co
un

tr
at

e 
[c

ps
]

1

Figure 7.10: INTEGRAL lightcurves of Cyg X-1 for ScW 062800020010 in the 20–40 keV
band with 10 s (left panel), 1 s (middle panel) and 0.1 s (right panel) time resolution,
error bars in grey. Note, that same y-range is chosen for all three plots.

evident in their analysis.

Linear Correlation between ii light and ii lc extract: ScW-resolution

The black circles in Fig. Fig. 7.9 indicate the ScW averaged count rates of 10 s resolution
lightcurves from ii light and ii lc extract, the black solid lines linear fits to them.
The correlation obtained from the ScW averages is clearly different from that obtained
from the 10 s resolution lightcurves. However, compared to the 10 s resolution lightcurves
only a few data points covering a much smaller range on both axes are used for fitting
here (16 in case of Cyg X-1, 26 in case of GRS 1915+105) and therefore the exactness
of the fit is reduced. Besides, the scatter plots clearly show that the black points still
agree well with the fitted 10 s correlation (blue line), as they line on the intersection of
the black and blue correlations.

Therefore, the correlation derived from the 10 s lightcurves is considered correct.
However, more testing with other sources in different fields as well as sources covering a
greater range in count rates, especially on ScW-averaged basis, is to be recommended.

7.3.2 High Time Resolution with ii light

In contrast to ii lc extract, ii light is suited for the extraction of lightcurves with
a higher time resolution than 10 s. For bright sources, such as Cyg X-1, a time resolution
of up to 0.1 s can be reached, corresponding roughly to a count rate of ∼ 10 photos per
time bin in the 20–40 keV band.

In this section the reliability of the ii light extraction with high time resolution
of 10 s, 1 s and 0.1 s for all possible pointing offset angles for the revolution 628 from
the Cyg X-1 KP, i.e., ScWs 062800020010 to 062800900010, is analysed.

Scatter

Figure 7.10 shows an example of lightcurves for the same ScW with different time
resolutions. It can be clearly seen that both the scatter and the errors increase with
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Figure 7.11: Histograms for
INTEGRAL lightcurves of
Cyg X-1 for revolution 628 in
the 20–40 keV band with 10 s,
1 s and 0.1 s time resolution
with Gaussian fits and fit
residuals. Gaussian fits are
shown in black, dashed dark
grey lines indicate the centres
of the Gaussians. Fit results
are presented in Table 7.3.

time resolution χ2
red centre σ

10 s 0.22 102 cps 22 cps
1 s 2.1 100 cps 57 cps

0.1 s 15 89 cps 162 cps

Table 7.3: Results of the Gaussian fits to the histograms of the count rates of ii light

extractions of Cyg X-1 lightcurves with 10 s, 1 s and 0.1 s time resolutions as presented
in Fig. 7.11.

decreasing SNR, as expected.
The negative count rate values might seem unphysical and worrisome at first, but are

indeed only the results of higher scatter around the mean and the mathematics behind
the deconvolution algorithm, as can be seen on the histograms in Fig. 7.11. Negative
flux values due to background subtraction are also possible for other instruments, e.g.,
RXTE/PCA.

The histograms of the lightcurves are qualitatively consistent with Gaussian shapes
– the deviations apparent in the residuals are due to the high intrinsic variability of the
source (see Fig. 7.12 and Table 7.3). Note that when fitting the histograms σ(N) =

√
N

where N is the number of data points was assumed. An important indication for the
consistency of the different extractions is the stability of the centre positions of the
Gaussian fits and their consistency which each other. The FWHM of the Gaussian
increases by a factor of

√
10 for one order of magnitude increase in time resolution,

consistent with the decreasing SNR as the width of the time bins becomes smaller. The
Gaussian shape of the histograms and especially their extension into the negative makes
the negative values and the high scatter from the Fig. 7.10 comprehensible.
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Figure 7.12: Fluxes from image extraction (�, deconvolution algorithm consistent
with ii lc extract) of Cyg X-1 in revolution 628 as well as averaged count rates for
individual ScW of the ii light lightcurves with 10 s (4), 1 s (×) and 0.1 s (◦) time
resolution in the 20-40 keV energy band with their errors.

Intrinsic Source Variability

For the discussion of the stability of the lightcurve extraction algorithms it has to be
taken into account that in contrast to, e.g., the Crab pulsar and nebula, Cyg X-1 is
a highly variable source. Figure 7.12 shows ScW-averaged lightcurves from different
algorithms and different time resolutions. The flux from the image extraction6, which
is integrated over whole ScWs, shows only the intrinsic source variability. Over the
course of the 3 days of the presented observation the flux (which is consistent with
ii lc extract extractions) changes by as much as ∼ 25%. As expected from the
scatterplots, ii light underestimates the source flux – the different time resolutions
are, however, consistent among each other and reproduce the shape of the lightcurve
well.

Dependency on Offset Angle

In their analysis of the Crab lightcurves Kreykenbohm et al. (2008) have raised the
concern that the flux values obtained with ii light depend on the pointing offset angle
for a given observation, see their Fig. A.1. The ratio between the ii light results for
different time resolutions and the fluxes from image extraction presented here shows
no obvious dependency on the offset angle as seen in Fig. 7.13. The different time
resolutions agree again well with each other both in the individual values and in the
mean ratio of about 0.95. Note, however, that uncertainties in the flux values will
naturally become larger for higher offset angles as the source moves out of the fully
coded field of view and illuminates less and less detector pixels.

7.3.3 Alternative PIF-based Extraction Algorithm

As ii light was not included in OSA 8 and it was unclear, whether it would become
part of the OSA software again, alternatives were needed. With ii light being part of
the recent OSA 9 (released in May 2010) again, an alternative extraction method might
still help to shed light on some problems ii light has, such as the different absolute
flux values or the anomalous noise (see Sec. 7.3.4).

6as obtained from the isgri sky res.fits files generated during the IMA step.
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Figure 7.13: Ratio between ScW averaged count rates for individual ScW of the
ii light lightcurves with 10 s (4), 1 s (×) and 0.1 s (◦) time resolution and fluxes
from image extraction (deconvolution algorithm consistent with ii lc extract) in
dependency on the offset angle of the pointing of Cyg X-1 in revolution 628. Mean
values of the ratios are represented by the dashed lines. Error bars not shown for clarity
of the plot.
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Figure 7.14: Comparison of histograms of ii light 0.1 s lightcurve (black) with the 0.1 s
lightcurve extracted with the algorithm by C. Ferringo (red) of Cyg X-1 in revolution
628. The right panel shows a closeup of the peaks of the two distributions shown on
the left panel.
data shown in red courtesy of C. Ferringo

The left panel of Fig. 7.14 shows a comparison of the 0.1 s ii light extraction with
the data extracted with another PIF-based algorithm developed by C. Ferringo (IAAT,
Tübingen, Germany & ISDC, Versoix, Switzerland), dubbed cf-algorithm here. These are
the very first preliminary comparisons as this algorithm is still in the development phase.
The peak of the cf-algorithm histograms is clearly at a lower value – the mean count
rate of the lightcurve is ∼ 55 cps as opposed to ∼ 100 cps with ii light, which does, as
shown in Sec. 7.3.2, already underestimate the real flux of the source. This difference
in the normalisations was however expected due to the use of different corrections
for instrumental effects, especially different treatments of background and dead time
correction (C. Ferringo, N. Produit7, priv. comm). It can and will be corrected by using
observations of the Crab pulsar and nebula to redefine the normalisation. However the
time bins have to be large enough to be able to ignore the 33ms periodicity of Crab
pulsar (Staelin & Reifenstein, 1968). This analysis is ongoing.

7N.Produit (ISDC, Versoix, Switzerland) is the author of ii light.
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Figure 7.15: Comparison of histograms of ii light 1 s lightcurve (black) with the 1 s
lightcurve extracted with the algorithm by C. Ferringo (red) of Cyg X-1 in revolution
628. The right panel shows a closeup of the peaks of the two distributions shown on
the left panel.
data shown in red courtesy of C. Ferringo

Note also that the distribution of the cf-algorithm extraction is much narrower that
that of ii light. This indicates that the additional noise introduced by the extraction
mechanism is smaller, which would improve the lightcurve-based analysis, as e.g., PSDs.

However, the right panel of Fig. 7.14, a closeup of the left panel, illustrates a
problem of the cf-algorithm extraction which was found during this analysis: the
distribution shows very pronounced peaks at certain count rates. This behaviour
lacks any consistent interpretation so far and is still under investigation by C. Ferringo.
Figure 7.15 illustrates that it is not seen for the 1 s time resolution. The histogram of the
ii light 1 s lightcurve is less smooth as the amount of individual data point decreases
by a factor of 10, but the fluctuations are in a reasonable range to be considered as
random. The cf-algorithm histograms do not show the spikes observed in the 0.1 s
resolution and are, in this regard, consistent with the ii light extraction for the 1 s
time resolution.

If the problem with the non-smooth distribution of the count rates is resolved, this
algorithm is a promising alternative to ii light for timing analysis with high time
resolution up to 0.1 s, though further testing against ii light and ii lc extract will
be necessary.

7.3.4 PSDs

As it has been shown that ii light produces meaningful lightcurves with the time
resolution of 10 s, 1 s and 0.1 s, PSDs in the 20–40 keV range are calculated for the
lightcurve obtained in the observations discussed in the previous sections.

The timing analysis of ISGRI lightcurves is complicated due to the dithering
observing strategy. The single segments, for which individual PSDs are calculated, have
to be continuous. However, for INTEGRAL data there are always gaps between the
individual pointings (here equivalent with individual scientifically usable ScWs), when
the satellite slews from one pointing position to the other. The segments have therefore
to be chosen in a way that they do not contain any slews of the satellite. As the gaps
are of the order of a few tens of seconds, it is possible to interpolate over them for
low time resolution lightcurves, as done by Fürst et al. (2010) for their 6 s lightcurves,
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Figure 7.16: PSDs of Cyg X-1 for the ii light lightcurves with 10 s, 1 s and 0.1 s time
resolution in the 20–40 keV energy using the Leahy normalisation. Note than the slightly
different length of the frequency bins are due to the logarithmic rebinning starting at
different points of the frequency spectrum.

without introducing too many artificial features. However, this is not feasible for the
high resolution lightcurves of 1 s and 0.1 s resolution and therefore not attempted here as
the main goal here is a comparison between the different resolutions. Additionally, the
discrete Fourier transformation which is the base of the PSD calculation is implemented
in form of Fast Fourier Transform algorithms (e.g., Bracewell et al., 2000), which work
fastest and best on series of 2n (n ∈ N) values. The highest accessible frequency is
determined by the time resolution (see Eq. 5.10), the lowest is determined by the length
of the transformed time series, therefore the segments have to be as long as possible.

These three constraints lead to the segment length of 27 bins (1280 s) for the 10 s
lightcurve, 211 bins (2048 s) for the 1 s lightcurve and 214 bins (1638.4 s) for the 0.1 s
lightcurve of the analysed revolution 628. These were the longest segment-lengths
possible, which resulted in one segment per ScW for most of the ScWs. A calculation
of the PSD values for each segments has been performed in Leahy normalisation, see
Eq. 5.15, using ISIS. All segments for revolution 628 have been first averaged and then
rebinned to a logarithmic frequency binning with df/f = 0.1.

Figure 7.16 shows the results of these PSD calculations for all three lightcurves. The
results for the different time resolutions agree well with each other. However, it can be
clearly seen that neither of them flattens out at 2 (rms2/mean)Hz−1, as expected for
the Leahy normalisations (see Sec. 5.2.2), but instead at ∼ 80 (rms2/mean)Hz−1, i.e.,
the noise is for instrumental reasons not fully Poissonian. This behaviour has also been
seen by Fürst et al. (2010) for the X-ray pulsar Vela X-1, where the noise contributes
as much as 100 (rms2/mean) Hz−1 at a given frequency while the prominent frequencies
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Figure 7.17: 40 s resolution ii light lightcurve of the revolutions 739 and 741–746 in
the 20–40 keV and 40–80 keV band.

are exactly reproduced.
Note that for exact timing studies with less noise than in the results shown here – as,

e.g., by Fürst et al. (2010) – longer periods than a single revolution have to be considered.
In addition, while there are no contemporary RXTE observations for this particular
INTEGRAL revolution, Pottschmidt et al. (2006) have compared ISGRI (extracted
with evts extract) and RXTE-PCA PSDs and found an overall good agreement in
shape, though, because of the peculiarities of the extraction mechanism, the overall
normalisations were different.

The conclusion from the presented PSDs is therefore that the ii light lightcurves
with as high time resolution as 0.1 s are suited for timing analysis via PSDs. However,
the high noise background has to be taken into account. A comparison with PSDs from
other instruments, e.g., RXTE-PCA for simultaneous observations with INTEGRAL
and RXTE, seems a promising starting point for such an analysis, as it would offer a
possibility to asses the noise level.

7.3.5 Flux Distribution

Figure 7.17 shows the ii light 40 s lightcurve of the longest quasi-continuous observa-
tion of Cyg X-1 during the Cyg X-1 Key Programme, which includes the revolutions
739 and 741–746. As can be seen in Fig. 6.1, the source has been in a constant hard
state during this time.

It has been shown in the previous sections that ii light lightcurves are in general
suitable for timing analysis. Therefore these 40 s resolution lightcurves are used for the
analysis of the flux distribution, as mostly intrinsic source variability will contribute to
the lightcurve variability at this timescale. The left panel of Fig. 7.18 shows histograms
of the lightcurves presented in Fig. 7.17. Already with the naked eye the non-Gaussian
shape of the histograms is clear: they are skewed and show an excess at the higher
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Figure 7.18: Histograms of 40 s ii light lightcurves of revolutions 739 and 741–746 in
the 20–40 keV (grey/black) and 40–80 keV (cyan/blue) energy bands; Left panel: linearly
binned histograms on a linear scale; Right panel: logarithmically binned histograms on
a logarithmic scale.

count rates as compared to a purely Gaussian shape.
Uttley et al. (2005) have shown that X-ray lightcurves of BHBs, as well as other X-ray

binaries and AGN, have formally a non-linear, exponential form and data taken in periods
with a stable mean will therefore have a log-normal flux distribution. They demonstrated
the validity of their assumption on 0.125 s resolution RXTE/PCA lightcurves in the
2–13 keV energy band for Cyg X-1. Though their data were far more copious, they lead
to an assumption of the same behaviour for the INTEGRAL lightcurves. Therefore
logarithmically binned histograms of the lightcurves were calculated and fitted with a
Gaussian in a log-lin space. Errors of σ(N) =

√
N were assumed for the fit. Results are

presented on the right panel of Fig. 7.18. Although the residuals show some deviations,
which are to be expected both because of instrumental effect and because Cyg X-1
is usually not stationary even on timescales as short as a few hours (Böck, VG, et
al., in prep.), the fits are good for both the 20–40 keV and the 40–80 keV lightcurves.
Additionally at high energies considered here, scattering dips, coincident with the dips at
low energies which are caused by photoelectric absorption, also influence the count rates
(Hanke et al., 2010). Therefore the natural log-normal shape of the flux distribution is
indeed observed with INTEGRAL/IBIS at energies above 20 keV.

7.4 Spectral Analysis

The hard X-ray/soft gamma-ray part of the spectrum of BHBs has been subject to
more detailed investigations in the recent years. The evolution of the spectrum of the
canonical transient GX 339–4 in state transitions is analysed by Del Santo et al. (2008,
2009). Motta et al. (2009) concentrate on the evolution of the high energy cutoff of the
same source, which can be well constrained with the help of the INTEGRAL data and
can well describe their broadband data in the IBIS range with a cutoff power law or
Comptonization models.

For Cyg X-1, Wilms et al. (2006) have shown that the 3–120 keV RXTE/PCA and
HEXTE spectra in the hard state are best described by a broken power law with a
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spectral break at ∼ 10 keV. Malzac et al. (2008) fit ISGRI spectra averaged over a whole
revolution with an e-folded power law and obtain good quality fits. Also, Cadolle Bel
et al. (2006b) have shown that the spectrum of Cyg X-1 in the whole IBIS (ISGRI
and PICsIT) energy range can be reasonably well fitted with an exponential cutoff
power law for those of their observation which were taken in a hard state of the source.
Note, however, that both Cadolle Bel et al. (2006b) and Malzac et al. (2008) use 3%
systematic errors for their spectra and work with observations from the years 2002–2003
and September 2006 respectively, i.e., with data taken at least 15 months before the
data of the Cyg X-1 Key Programme.

Fritz (2008) analysed observations of Cyg X-1 made with XMM-Newton, RXTE
and INTEGRAL in 2004 during a hard intermediate state (HID) and found evidence
for a non-thermal tail (often also dubbed hard tail): their spectra show excess at high
energies when fitted with a thermal Comptonization model. This was also seen by
Cadolle Bel et al. (2006b) for the transition to a softer state in June 2003. The hard
tail was also observed, e.g., in the canonical transient GX 339–4 (Droulans et al., 2010).
The hard tail is an evidence for the existence of a non-thermal electron distribution
which can originate, e.g., in a jet.

In this section, spectral data of all revolutions listed in Table 7.1 are considered
for Sec. 7.4.1, i.e., for the analysis of the Tungsten instrumental background feature.
For spectral analysis in Sec. 7.4.3 revolutions with less than 30 ScWs (746, 756, 758,
794) are not taken into account both on the ScW and revolution averaged level. ISGRI
spectra are extracted in 64 energy channels (cf. Sec. 4.3.5) for the full energy range
of ISGRI with OSA 7. For the modelling, the energy range from 17 to 500 keV is
considered. Further specific treatments required by the data and systematic errors are
discussed in the following.

Note that parts of this analysis were presented by on posters by Pottschmidt, ...,
VG et al. (2010b) and Pottschmidt, ..., VG et al. (2010a).

7.4.1 Tungsten Instrumental Background Line

The spectral analysis of INTEGRAL/IBIS data in this work was highly impeded by the
discovery – in cooperation with M.Cadolle Bel (ESAC, Madrid, Spain), D.M.Marcu
(CRESST/NASA-GSFC, Greenbelt, MD, USA; UMBC, Baltimore, MD, USA; GMU,
Fairfax, VA, USA) and K. Pottschmidt (CRESST/NASA-GSFC, Greenbelt, MD, USA;
UMBC, Baltimore, MD, USA)– of a Tungsten instrumental background line. Through-
out this section a systematic error of 2% is used, which is the systematic error quoted
in the IBIS Analysis User Manual 7.0 (Chernyakova & Neronov, 2008). A more detailed
discussion of the systematic errors is included in Sect. 7.4.3.
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Existence of the Tungsten Line

It has been shown (Cadolle Bel et al., 2006b; Malzac et al., 2008) that Cyg X-1 data in
the IBIS energy range can be well described by a power law with an e-folding energy
above 150–200 keV. In ISIS, such a power law is expressed with the fit function:

cutoffpl(1)

Fits of all the revolution-averaged spectra have been performed. Figure 7.19 a) shows
an example of such a fit in the energy range 17–500 keV. Clearly discernible in the
residuals is a line at about 55 keV, which does not correspond to any know feature of
the source or the field and contributes strongly to the overall difference between the
data and the model. This feature is present in all revolution averaged spectra of the
Cyg X-1 Key Programme.

As Fig. 7.20 illustrates for the example of ScW 074200500010, the feature is also
present in the spectra of individual ScWs. While there are random features in the
residuals, which might reach the same amplitude, none of them is persistent over all
ScWs analysed. Due to the low quality of single ScW spectra however, reasonable
fits are also possible without the inclusion of further model components, as 7.20 c)
illustrates, where the quality of the fit is almost ideal (χ2

red = 1.2 for DOF = 51) in
spite of the structure in the residuals around ∼ 60 keV.

To empirically account for this feature a Gaussian line has been added to the fit
function, extending the model to:

cutoffpl(1)+egauss(1)

and the fitting repeated. As the line is seen as an absorption feature (the pure cutoff
power law model lies above the data) the ‘Area’ parameter of the egauss function is
constrained to negative values. Figure 7.19 b) shows the same data set as used for
Fig. 7.19 a), but with the Gaussian line added. The structure in the residuals is removed.

Line Evolution and Identification

While consecutive revolutions show similar values for all parameters of the Gaussian line,
there is a clear trend over the whole Cyg X-1 key programme as shown in Fig. 7.21. This
trend is significant in all the parameters as the values do not lie within each others 90%
confidence error bars. The centroid energy of the line E0 increases as do the line area
and the line σ, i.e., the line becomes stronger. Only in few of the few first revolutions
(629–632, but notably not 628) the line area is consistent with 0 and therefore with no
line – in all the later observations the line is clearly required to achieve a χ2

red / 2.
Note also the width of the line. The σ parameter is in the range of 5–10 keV,

which corresponds to a FWHM of about 10–20 keV (see. Eq. 5.31). This means that
a significant part of the spectrum is affected by the line and that in an area with the
highest count rates which strongly influences the overall shape of the spectrum.

Note that the line is present and shows the same behaviour both in the extractions
with OSA 7, as presented here, and in extractions with OSA 8 (D. M. Marcu, priv.comm.).
It should also be pointed out that simply increasing the systematic errors in the energy
range of the line does not improve the fits as much as the additional Gaussian component
does.

As the line cannot originate in the source (see, e.g., Fig. 8.4 for simultaneous
observations with RXTE/HEXTE, which covers the line energy range) it must be a
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Figure 7.21: Evolution of the parameters of the Tungsten instrumental background line
during the Cyg X-1 Key Programme. 90% confidence limit error bars are shown.
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Figure 7.22: Influence of the modelling of the Tungsten instrumental background line
and of the systematic errors on the slope of the Cyg X-1 spectrum

feature of the instrument, i.e., an instumental background line or rather a line that
should have been ‘calibrated away’ in the response (ARF or RMF) files. A thorough
understanding for the exact reason for the line evolution is lacking as of now. However,
the background spectrum of IBIS shows a strong Tungsten fluorescence line at 59.3 keV,
as the coded mask of the instrument is made of Tungsten (Klochkov, 2007). A possible
explanation for the instrumental line is then a wrong correction of the time dependent
gain of the instrument, which may lead to the observed absorption line-like feature.
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Treatment of the Line – Outlook

The existence of the line has a direct effect on this work. Because the line is highly
variable and strongly influences the spectra, any spectral models based on INTEGRAL
data presented here are not final versions. The left panel of Fig. 7.22 demonstrates
the influence of the Gaussian feature on the slope Γ of the power law fit: for both
revolution averaged (black) and single ScW (cyan) spectra, the slope is higher when
no Gaussian component is fit and decreases when the Gaussian line is included. This
is especially striking for the revolution averaged spectra, where for most revolution
the values are not within each others error bars (for that the error bars would have to
intersect the identity line on the plot). For the ScW averaged spectra the spreading of
the data points indicate that the slope will be on average 0.05 higher in the observations
without the inclusion of the absorption feature.

This implies that any results which rely on comparatively small changes in
the slope of the spectrum for the data between about middle 2007 till 2010
reduced with OSA 7 or OSA 8 need to be re-evaluated. The spectral changes
might be not due to intrinsic source behaviour but due to the unresolved Tungsten line.

The existence of the line has been communicated to the instrumentation team
(IBIS/ISGRI team at CEA/Saclay – APC). The IBIS/ISGRI instrument team, motivated
by the findings presented here, has investigated this issue and new response matrices
have been delivered with OSA 9 by the ISDC. A reason for the anomalous behaviour of
the line is that there have been changes in the method of the energy reconstruction
between OSA 7 and OSA 8. The problem of the Tungsten line was probably related
to the fact that the ARF delivered with OSA 8 (valid from revolution 605 on for all
versions of OSA) had been calibrated with OSA 7. A new set of ARFs have been
delivered that correct this problem (I. Caballero, priv.comm).

Especially important is that the line can only be seen in spectra of bright sources
– spectra of weak sources, which are additionally often only sparsely covered during
a revolution, have a poor spectral resolution and too low count rates to resolve the
line. Nevertheless, the line is present even in weak sources and will influence the results
of spectral analysis as has been shown for the single ScW spectra of the Cyg X-1 Key
Programme.

The Cyg X-1 KP data are too sparse to be able to constrain the exact evolution of
the line parameters – this requires the extraction of all the spectra of all the bright
sources observed from the year 2006 on. This work has been done mainly by I. Caballero
(DSM/DAPNIA/SAp, CEA Saclay, France). Some of the final testing is still ongoing.

For this work, it has been decided to fit the line for the more simple models – cutoff
power law and the simple Comptonization model comptt – and to freeze it to the
parameter values obtained in the power law fits for the far more complex and CPU
intensive agnjet model.

7.4.2 Systematic Errors

Revolution Averaged Spectra

A systematic error of 2% is recommended in the in the IBIS Analysis User Manual 7.0
(Chernyakova & Neronov, 2008) to take into account the calibration uncertainties of the
instrument. In the literature, however, a systematic error of 3% was often used (Malzac
et al., 2008; Cadolle Bel et al., 2006a,b). Because systematic errors are notoriously hard
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to constrain and have a big influence on the quality of a fit, a more in detail look into
them was taken in this work, by fitting all the spectra considered with the model:

cutoffpl(1)+egauss(1)

i.e., a cutoff power law with a Gaussian to account for the Tungsten instrumental
background line introduced in Sec. 7.4.1 with no systematic errors, systematic errors
of 2% and systematic errors of 3%. Panels c) and d) of Fig. 7.19 show examples of
cutoff power law fits to the data of revolution 742 with no and 3% systematic errors,
respectively.

The spectral fit presented on Fig. 7.19 c) shows significant structure in the residuals,
which cannot be attributed to any known features of the source and appear random,
except for an excess around 20 keV, which is also present in the other spectra. This
illustrates that the errors are indeed dominated by systematic errors which need to be
taken into account to be able to achieve a proper description of the spectrum with a
model. Figure 7.19 d), the fit with 3% systematics has a very good χ2

red of 1.0 – an
examination of all the revolutions does however reveal that these high systematics are
not required for about the first half of the revolutions observed (revolutions 600–700).
Here 2% are enough to account for all the uncertainties in the calibration except for
the Tungsten instrumental background line which is, however, also still clearly present
when 3% systematic errors are applied. Statistically good fits cannot be achieved for
the second part of the observations campaign presented here (revolutions 700–800) with
2% systematic errors (cf. Fig. 7.23). The residuals here are, however, dominated by the
problems with modelling the instrumental background line with a Gaussian component
and 3% systematic errors do not allow for fits with χ2

red ≈ 1.
Systematic errors clearly influence the fit parameters as Fig. 7.22 demonstrates: the

slope Γ of the power law fit changes when 2% systematics are applied. To attenuate
the influence of the Tungsten instrumental background line, the fits for the scatter plot
were performed without modelling it by a Gaussian. However, since the line is very
pronounced, it cannot be ruled out that part of the changes in the slope are due to its
existence. Note also that the very small errors for Γ for the fits without systematics are
not to be trusted: because of the high initial χ2

red value, error calculation cannot be
performed properly.

To be able to compare the model parameters it was therefore decided to apply 2%
systematic errors to all data and to accept the higher χ2

red values for the revolutions
700–800.

Single ScW Spectra

Because of the low quality of the single ScW spectra, only revolution-wise averaged
spectra are considered for spectral modelling in this work. However, as it is known that
Cyg X-1 is highly variable on timescales of below an hour (Böck, VG, et al., in prep.),
at least a general characterisation of single ScW spectra should be undertaken before
summing them into revolution averaged spectra. Besides, such an investigation will be
useful for further studies of spectral variability with higher time resolution than whole
revolutions.

Fig. 7.20 shows fits to single ScW spectra of a representative science window for
no systematic errors and for 2% systematic errors both with an without inclusion of a
Gaussian component to fit the Tungsten absorption line. Such fits have been performed
for all science windows of the Cyg X-1 Key Programme. As the example ScW indicates,
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both fits with no Gaussian line but 2% systematic errors and a Gaussian line but no
systematic errors, lead to comparable results as far the quality of the fits is concerned.

The influence of the systematic errors on the slope Γ of the power law is presented
on the right panel of Fig. 7.22. Cyan circles represent value for the single ScW spectra.
To exclude the influence of fitting of the Tungsten instrumental background line in
the range of 50–79 keV, which has been shown to affect the slope of the spectra in
Sec. 7.4.1, fits without the instrumental background line were considered. In the single
ScW spectra, where the statistics is rather poor and both the overall features and the
line are less pronounced (cf. Fig. 7.20 a) ), the additional systematic errors do not
influence Γ. The spread around the unity is minor and well within the error bars of
single fits. No outliers can be seen on the right panel of Fig. 7.22.

Therefore, it is decided to use 2% systematic errors for the ScW averaged spectra to
stay consistent with the revolution averaged fits.

7.4.3 Spectral Modelling

Even though the uncertainties of the calibration have been shown to be a major
hindrance for the analysis of the INTEGRAL data of Cyg X-1, a first analysis of the
Key Programme data is possible. This section relies on the previous results – all fits
are performed with an additional Gaussian component to account for the Tungsten
intrumental background line and with 2% systematic errors added to the ISGRI data.

For the analysis a purely phenomenological model – a power law – and a physically
motivated model – the thermal Comptonization model comptt (see Sec. 5.3) – were
chosen. Cadolle Bel et al. (2006b), Pottschmidt et al. (2003a) and others have shown
that comptt describes the high energy spectra of Cyg X-1 as measured with INTEGRAL
well. Cadolle Bel et al. (2006b) additionally use the spectral data from the JEM-X
instrument and therefore require a reflection component to account for residuals around
10 keV. Pottschmidt et al. (2003a) fit joined RXTE and INTEGRAL data and therefore
also require additional components such as the reflection component and a Gaussian
line to account for the Fe Kα line at about 6.4 keV. Because of the use of ISGRI only
these additional components are not required here. The fit functions used in ISIS were
therefore:

cutoffpl(1)+egauss(1)

and

comptt(1)+egauss(1)

Results of both modelling approaches are presented in Fig. 7.23. The rising trend in
the χ2

red inherent to both approaches is due to the increase in strength of the Tungsten
line whose shape is not a pure Gaussian. This is clearly revealed by a look at the residuals
which still show pronounced structure in this region, especially in the revolutions later
than 700. Generally, both models are able to reproduce the data equally well.

Both in power law and in Comptonization fits a clear excess around 20 keV can
be seen (see Fig. 7.19 b) and Fig. 7.24, respectively). However, the analysis here was
performed with OSA 7 to allow the use of ii light for timing analysis. Power law
fits to data obtained with OSA 8 do not show this excess (D.Marcu, K.Pottschmidt,
priv.comm). Therefore it is attributed to problems with the OSA 7 calibration.
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Figure 7.23: Fit parameters
for revolution averaged ISGRI
spectral fits with a cutoff power
law (black) or the Comptoniza-
tion model comptt (red) in
both cases with an additional
Gaussian function to model the
Tungsten instrumental back-
ground line and with 2% sys-
tematic errors.

Power Law Model

As the overview plot (Fig. 6.1) already implied, most of the observations were taken
during a persistently hard state. A slight increase in the photon index of the power law
fit can be seen for the revolutions 803 to 806 indicating a spectral change coincident with
the higher radio activity as seen by the AMI telescope. The values of the cutoff energy
might imply as slight increase, but are in general still consistent with no significant
change.

The photon indices Γ are consistent with those found for energies above 10 keV in
the combined RXTE/PCA-HEXTE fits of Cyg X-1 data during hard states by Wilms
et al. (2006), who fitted their 3–120 keV data with a broken power law model with a
spectral break at around 10 keV, as well as with the fits in Sec. 6.1.2.

Comptonization Model

Figure 7.24 shows an example fit to the ISGRI spectra with the comptt model. For
these fits the temperature of the input photons is not shown in Fig. 7.23. It has been
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shown in the literature that it lies at about 1 keV (Wilms et al., 2006; Nowak et al.,
2010) and can therefore not be constrained when using ISGRI data only. For the
presented fits it was left free: the values obtained ranged from 0.5 keV to 3 keV with an
error of 2–3 keV and therefore consistent with the known parameter range. Overall, the
results of the Comptonization model are consistent with those reported by Pottschmidt
et al. (2003a) for hard states of Cyg X-1 observed in the year 2002.

The change in the spectrum for the revolutions 803 to 806 can be more clearly seen
in the Comptonization model: the optical depth decreases from about 1.1–1.2 to 0.9–1.1,
while the plasma temperature increases from 50–55 keV to about 60 keV. Figure 7.25
shows confidence contours for the plasma temperature and the optical depth parameters
of the comptt model for two representative revolutions: revolution 682, i.e., one of
the revolutions in the stable hard state and revolution 804, i.e., one of the revolutions
observed during the slightly softer period. Though the parameters are, as expected,
correlated, they occupy distinct regions in the parameter space.

The values presented here for the INTEGRAL data agree as in case of the power
law fits well with those obtained by Wilms et al. (2006), who see a strong decrease in
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the optical depth and at the same time an increase in temperature for the soft states.
Although the source never enters the soft state in the Cyg X-1 KP observations, the
interpretation is that we indeed see an excursion into a softer state.

Interpretation and Outlook

Because the existence of the Tungsten line does not allow to constrain the model
parameters well, a comparison between the ScW and revolution averaged spectra as
well as just an analysis on the ScW basis are not attempted here, although the fits
were performed. The differences between single ScWs are strongly influenced by the
uncertainties of the Tungsten line fitting, as can already be seen on the left panel of
Fig. 7.22.

It should also be again cautioned that the spectral results presented here are not final.
However, a clear softening of the spectrum of the source can be seen for the revolutions
803 to 806 corresponding to a decline of a radio flaring period as observed with AMI . In
the power law description of the spectrum, the slope becomes slightly steeper and the
e-folding energy increases, which corresponds to an increase in the plasma temperature
and a decrease of the optical depth in the Comptonization interpretation. This implies
a heating and thinning of the Comptonization component, whether a corona or the
base of the jet. Because of the discussed calibration problems, no attempts of fits with
more sophisticated Comptonization models as, e.g., eqpair (Coppi, 1992, 1999), were
made and therefore no conclusions can be drawn about the the existence of the hard
tail in these softer observations.
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8 Jet Fits: Joint RXTE,
INTEGRAL and Ryle/AMI
Spectral Analysis
So far, models describing the spectral shape of Cyg X-1 in the 3-200 keV (Sec. 6.1) and the
20–500 keV (Sec. 7.4) range were presented. Their were either purely phenomenological
(power law fits) or more physically motivated (comptt Comptonization model), but did
not offer a consistent description for the non X-ray parts of the spectrum. This chapter
therefore concerns with a physically motivated, broadband model for the emission of
BHBs – the jet model, which is able to explain the full emission range, from radio
to gammy-rays. Both RXTE and INTEGRAL data are taken into account and are
complemented by radio measurements with Ryle/AMI .

First, an overview over the data used is given in Sec. 8.1. Broken power law fits
(Sec. 8.2) allow to classify the observation in the context of the previous analysis of
the whole campaign. They are also used to check cross-calibration between ISGRI
and HEXTE instrument, which cover the same energy range between 20 and 200 keV,
and to constrain the multiplicative constant which corrects the calibration differences
between these instruments. The final jet fits are presented and discussed in Sec. 8.3

8.1 Overview over the Data

Those observations where simultaneous RXTE and INTEGRAL data are available are
especially interesting for analysis, as they allow to test spectral models over a wide
range of energies.

The RXTE ObsIDs 93121-01-36-00/01/02/03, which are part of the bi-weekly
Cyg X-1 observation campaign, are (quasi) simultaneous with the INTEGRAL revo-
lution 742 of the Cyg X-1 Key Programme and there is an AMI observation during
the INTEGRAL observation. These data are therefore best candidates for the first
application of the jet model onto joined RXTE and INTEGRAL data.

ObsIDs 93121-01-36-00 and 93121-01-36-03 are best suited for the analysis because
they both have a long exposure time of about 50min. Even though the constant
behaviour of the source as well as the long integration time of the INTEGRAL spectrum,
which averages over any minor changes in the spectral shape (see Fig. 8.1), should
allow to use both observations for joint analysis, it has been decided to use only the
simultaneous RXTE observation, i.e., ObsID 93121-01-36-03. Only data from the
HEXTE cluster B are available for all listed ObsIDs.

The radio coverage throughout the INTEGRAL observation is sparse: There is
an AMI radio observation during ObsID 93121-01-36-00 (MJD 54779.5) resulting in
a flux of 10.6mJy and a further observation on MJD 54782.5 resulting in a flux of
10.0mJy. Considering the usual errors for less sparsely covered timeperiods, a value
of 10.3± 1mJy is used for this analysis. Note that from known correlations between
the RXTE/ASM and Ryle flux (Gleissner et al., 2004a; Nowak et al., 2005) it is even
possible to fully estimate the radio flux when no measurements exist, albeit with larger
errors, as done by Nowak et al. (2010) for their observations.

Throughout this chapter it should also be kept in mind that the INTEGRAL data
suffer from the problem with the Tungsten calibration line as introduced in Sec. 7.4.1,
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Figure 8.1: ASM count rates during the RXTE and INTEGRAL observations considered
for the joint analysis. Red dashed lines indicate the start and stop times of the
INTEGRAL revolution 742, the blue dash-dotted lines those of RXTE ObsID 93121-
01-36-00 and the orange dotted lines those of RXTE ObsID 93121-01-36-03. The
black vertical lines indicate the times of the AMI radio observations, the values of the
respective radio fluxes are listed next to them. Note that ObsID 93121-01-36-00 and
one of the radio observations are simultaneous.

which might affect the shape of the INTEGRAL spectra. This line is taken into account
by adding a customized function calibline – a Gaussian component for the ISGRI
data only – to the fit function. calibline was defined in ISIS by

define calibline(){
switch(Isis Active Dataset)

{case iid: return constant(cid)*egauss(gid); }
return 0;

}

where iid is the number of the ISGRI data set defined when loading the data, cid is
the number of the constant and gid is the number of the Gaussian component in the
overall fit function. This additional function is fitted for the broken power law fits. For
jet fits with the agnjet model, the values are frozen to those obtained in the broken
power law fits to reduce the CPU time used for fitting the complex jet model.

Due to improvements of the response functions it is possible to use both HEXTE
and PCA data for higher energies than previously used in literature (e.g., Wilms et al.,
2006): PCA data in the range of 3–40 keV and HEXTE data in the range of 20–200 keV
are considered for this analysis. The broad overlap between the two instruments allows
to better constrain the multiplicative constant used to compensate the difference in the
normalisation of both instruments. Hereby PCA is always assumed as the reference
data set. Radio data are assumed to have the same normalisation as the PCA.

Systematic errors of 2% are used for all ISGRI data, 0.5% for the full used energy
range of the PCA data and none for HEXTE. All data set are grouped individually to
a signal to noise ratio (SNR) of 4.5.

Because of the wide overlap between HEXTE and ISGRI the excess at around
20 keV observed in Sec. 7.4 for HEXTE data is clearly a calibration issue with ISGRI,
as explained in Sec. 7.4. Therefore data below 22 keV are not taken into account for
ISGRI. The considered ISGRI energy range is therefore 22–500 keV.
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8.2 Broken Power Law Fits

Wilms et al. (2006) have shown that broken power law fits offer a very good description
for the Cyg X-1 spectra as observed with RXTE and allow to characterise a given
spectrum without making any assumptions about the emission mechanism. This has
been confirmed on a larger data set in Sec. 6.1.1. Additionally, the INTEGRAL/ISGRI
data can be well described with an exponentially cut off power law model, see Sec. 7.4.3
and references therein.

Broken power law fits therefore offer a good first description of the X-ray spectral
shape, which allows to characterize the data used in the context of the whole RXTE
campaign as presented in Sec. 6.1 as well as assess the quality of the observations and
their potential calibration problems. The fit function used here in the first step is
therefore:

tbnew(1)*constant(Isis Active Dataset)*(bknpower(1)*highecut(1)+

+egauss(1)+diskbb(1))

The main component modelling the continuum is a broken power law with a high
energy cutoff. A multicolour disc and a Gaussian line are added, the Gaussian profile is
centered at about 6.4 keV to model the Fe Kα fluorescence line. Absorption is taken
into account with the tbnew model. The individual model components are introduced
in Sec. 5.3.

The low soft photon index (Γ1 ≈ 1.7, cf. Table 8.1) as well as the wide confidence
intervals on the diskbb parameters indicated that the disc component is not necessary,
as expected for the hard state. Therefore it was omitted from the fits. Additionally,
the INTEGRAL data show the Tungsten intrumental background line as introduced in
Sec. 7.4.1. The new fit functions therefore are:

tbnew(1)*constant(Isis Active Dataset)*(bknpower(1)*highecut(1)+

+egauss(1))

for the RXTE data only and

tbnew(1)*constant(Isis Active Dataset)*(bknpower(1)*highecut(1)+

+egauss(1))+calibline()

for the joint RXTE and INTEGRAL data. Hereby the constant factor inherent to the
calibline function is set to the same value as the normalisation constant for the whole
INTEGRAL data set. Fit results are presented in Table 8.1.

RXTE Only Spectrum

A known problem already mentioned in Sec. 4.2.3 for the RXTE data is the calibration at
low energies where the Xenon Kα edge of the filling gas of the PCA detector needs to be
taken into account (see also the discussion given in the appendix of Wilms et al., 2006).
The lowest data bins are however decisive in constraining the absorption (equivalent
Hydrogen number density as given by the NH parameter) and with it the slope of the
soft power law Γ1 as well as, if present, the disc black body component. Since the NH

value is not well constrained in the fits, confidence contours for this parameter and Γ1

were calculated (see Fig. 8.2, left panel). An increase in absorption can be compensated
by a steeper photon index and vice versa. This correlation is non-physical (Suchy et al.,
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instruments χ2
red (DOF) NH Γ1 Γ2 Ebr

[1022cm−2] [keV]
P + H 0.85 (182) 1.5± 0.6 1.69± 0.03 1.48± 0.02 9.8± 0.5
P + H + I 1.24 (232) 1.4± 0.5 1.68± 0.03 1.47± 0.02 10.0± 0.6

instruments Ecutoff Efold CHEXTE CISGRI

[keV] [keV]
P + H 28± 5 249± 22 0.845± 0.009 –
P + H + I 31± 4 183± 7 0.850± 0.009 1.028± 0.013

instruments ATung E0,Tung σTung

[keV] [keV]
P + H – – –
P + H + I −0.0030± 0.0009 60± 9 4± 2

Table 8.1: Best fit parameters for the broken power law fits of PCA and HEXTE (both
ObsID 93121-01-36-03) only and of combined spectra of PCA, HEXTE (both ObsID
93121-01-36-03) and ISGRI (revolution 742)
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Figure 8.2: Left panel: Contour plot for the PCA + HEXTE broken power law fit for
the Hydrogen number density NH versus the soft photon index Γ1.
Right panel: Contour plot for the PCA + HEXTE + ISGRI broken power law fit for
the cutoff energy Ecutoff versus the hard Photon Index Γ2. The dashed line indicates
where a cut was introduced into parameter space to be able to achieve meaningful fits.
1σ contours (68.3%) confidence contours are shown in red, 90% confidence contours in
green and 3σ contours (99%) in blue.

2008). The NH value obtained is different than the often quoted value of 0.6× 1022cm−2.
Given the high variability of the absorption which causes the X-ray dips discussed by
Hanke (2007), however, the fitted value of 1.5×1022cm−2 is nevertheless still reasonable.

Figure 8.3 shows the placement of the here analysed observation in the context
of the observations analysed by Wilms et al. (2006). The soft photon index here is
Γ1 = 1.69± 0.03. For comparison, the values obtained for the 4 observations analysed
by Nowak et al. (2010) are 1.63–1.71 and Wilms et al. (2006) obtain values of 1.65–3.4
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Figure 8.3: Correlation of the soft (Γ1) and hard (Γ2) photon indices and (left panel)
and soft photon index Γ1 and the folding energy Efold (right panel) as obtained by
Wilms et al. (2006) for broken power law fits (black circles) and the fit parameters
obtained for the equivalent fits of RXTE ObsID 93121-01-36-03 (red diamond).
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Figure 8.4: Broken power law
fit to combined PCA, HEXTE
(both ObsID 93121-01-36-03)
and ISGRI (revolution 742)
spectra. PCA is shown in red,
HEXTE in blue and ISGRI in
brown.

in their analysis of about 200 observations made during the monitoring campaign
from 1996 to 2004. This means that ObsID 93121-01-36-03 belongs to the hardest
observations of Cyg X-1 during the RXTE monitoring. This notion is strengthened by
the high folding energy Efold, which also follows the correlation obtained by Wilms et al.
(2006) and in Sec. 6.1.2. This is especially remarkable, because Wilms et al. (2006) use
HEXTE data up to 120 keV only. Nowak et al. (2010), however, point out that while
such very hard states are indeed not yet well studied for Cyg X-1, the overall variability
of the parameters in Cyg X-1, e.g., that of the 2–100 keV flux, which is spanning only
a factor of about 2, or of the cutoff energies, are not big when compared to other
microquasars.

Joint RXTE and INTEGRAL Spectrum

Figure 8.4 shows the best fit for the combined RXTE and INTEGRAL spectra. Inter-
esting is here the behaviour of the residuals: between 100 and 200 keV the model is
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slightly underestimating the flux from both HEXTE and ISGRI. Above 200 keV the
flux from ISGRI is slightly overestimated. The reason might lie in the uncertainties
of the calibration and/or in the fact, that the ISGRI data are averaged over a whole
revolution to achieve a reasonable signal to noise ratio. Additionally, due to the rapidly
declining sensitivity of ISGRI above 100–150 keV, there are uncertainties in the determi-
nation of the slope even for the Crab and ISGRI might slightly underestimate the high
energy fluxes (Lubiński, 2009). It might however also be an indication that an cutoff
power law is not an adequate description for these high energies, where – assuming
a Comptonization origin of the radiation – QED effects and the Klein-Nishina cross
section become important. The fit is however still very good, cf. Table 8.1.

Note the peculiar behaviour of the cutoff energy Ecutoff as apparent from the
right panel of Fig. 8.2: there are minima in the χ2 space with the cutoff energy of
Ecutoff ≈ 10 − 15 keV. Γ2 is very low (≈ 1.35) in these models, i.e. the cutoff energy
is coincident with the break energy of the power law and the higher Γ2 compensates
for the following roll off. Note also how the confidence contours are well behaved for
Ecutoff ≈ 30 keV and how they enclose a very broad region in case of too low cutoff
energies. The models with Ecutoff ≈ 10−15 keV are excluded from the fits by introducing
a minimum for the cutoff energy at 20 keV.

As expected, the changes in the parameters, which are determined mainly by the
low energy part of the spectrum (Γ1, NH, Ebreak), are small and within their mutual
errors between the RXTE only and the joint RXTE and INTEGRAL fits. There is
however a very significant change in the folding energy, implying that the spectrum
in the 200–500 keV range cannot be well described by the best fit in the 3–200 keV
range, as already mentioned in the discussion above. This means that already the
purely empirical model indicates that the additional high energy data allow to better
understand and constrain the models for the spectra of the source and might introduce
changes into parameters derived for a smaller energy range.

Although the iron Kα line is required both in the RXTE and the joint RXTE and
INTEGRAL fits, the width of the line cannot be well constrained due to the poor
spectral resolution. Therefore no further conclusions can be drawn from a single RXTE
spectrum regarding the line except for the mere fact of its existence (for a discussion for
what can be learned from a statistical approach for a multitude of spectra see Wilms
et al., 2006).

8.3 Jet Fits

The broken power law fits have shown that the presented joint observation belongs to
the hardest observations of Cyg X-1 made to date. Such hard observations are of high
interest for physically motivated models, specifially jet models, as jets are assumed to
be especially active in the hard state (see Sec. 2.4). Note that although they are also
physically motovated, Comptonization models, as introduced with the comptt-models
for RXTE data in Sec. 6.1.3 and for INTEGRAL data in Sec. 7.4.3, are not able to
describe the joint X-ray and radio data without introducing further model components.

A jet model has been used to describe the spectra of Cyg X-1 by Markoff et al.
(2005) (RXTE and Ryle observations) and Nowak et al. (2010) (RXTE, Chandra
and Suzaku observations and estimated fluxes from Ryle). The author is not aware
of any publications of jet fits to Cyg X-1 data over 300 keV (Nowak et al. (2010) use
Suzaku/GSO data up to 300 keV), where the effect of the high energy cutoff becomes
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CHAPTER 2. X-RAY BINARIES 2.3. RADIATION PROCESSES

Figure 2.6: A simulation of the propagation of a jet in the inter stellar medium. The density ratio
of the jet to that of the ambient medium is increased top down, as well as the Mach number of the
jet Carvalho & O’Dea (2002, Fig. 1).

Figure 2.7: Sketch of the geometry of the jet
model by Markoff et al. (2005). There is ther-
mal radiation from the accretion disk. These
photons are reprocessed in the base of the
jet (external Comptonization), where also syn-
chrontron self-Comptonization occurs. Above
the jet expands freely. There is synchrotron ra-
diation throughout the jet.

Another jet model is given by Foellmi et al. (2008). They consider a jet emitting disk (JED),
whose geometry can vary resulting in changes of the emission properties. The total emission
properties are quite similar to that of the model above.

151

Figure 8.5: Sketched geometry of
the jet model by Markoff et al.
(2005). Synchrotron emission is
produces throughout the jet. The
accretion disc gives rise to thermal
emission and provides seed photons
for the Comptonization at the base
of the jet, where also synchrotron
self-Compton process takes place.
The jet expands freely above the
nozzle.

dominant and defines the shape of the spectrum. ISGRI data should allow to constrain
the behaviour of the model at high energies and therefore the exact shape of the
Synchrotron Selfcompton/External Compton ‘hump’ (dubbed shortly Comptonization
hump from here on). As the jet model shows a high degree of degeneracy where different
parameter sets allow to fit data in a certain energy range (e.g. the one covered by the
two RXTE instruments) equally well, the extension to higher energies should allow to
break the degeneracy for some parameters and therefore to better determine the jet
parameters.

8.3.1 ‘agnjet’-Model

The agnjet introduced by Markoff et al. (2005) for BHBs is the only existing physical
model describing the broadband spectrum, i.e., the spectrum from the radio to the
X-rays, which is exact enough to allow for statistical fits. In this model, the radio
and the soft X-ray ranges are dominated by the synchrotron emission throughout the
jet while the hard X-rays originate mainly at the jet base, where they are produced
by inverse Compton scattering. Markoff et al. (2005) discuss their model in detail
as do Maitra et al. (2009) for their extension of the basic model which contains an
irradiated accretion disc. The model used of this work is the model of Maitra et al.
(2009). Although possibility to have an irradiated disc, which is offered by this model,
is not used, the model contains computational improvements – an important issue since
the model is highly CPU intensive. As the agnjet-model contains a multitude of free
parameters, only the main components used can be presented and the most important
points for understanding the model discussed here.

The model is based on five main physical assumptions:
• the total power of the jet scales with Ṁc2, i.e. the total accretion power.
• the expansion of the jet is free and the acceleration is weak.
• the jet consists of cold protons which account for the bulk of the kinetic energy

and hot, radiating leptons.
• particles are accelerated into a power law distribution.
• the power law distribution is maintained along the jet.
A sketch of the geometry of this model is presented in Fig. 8.5. The base of the jet

is formed by a small nozzle region of constant radius r0 and height h0. Immediately
beyond this region, the jet expands to the sides and is weakly accelerated along the
resulting pressure gradient, so that the velocity is roughly logarithmically dependent on
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exponentially cut off power law. Some fraction of the spectral
hardening above 10 keV, normally attributed to the ‘‘reflection
hump,’’ is in fact described by curvature of the Comptonization
continuum. In Compton coronal models, this curvature is in
part due to transiting from a spectrum strongly affected by the
soft seed photons to one strongly dominated by photons that
have been multiply Compton scattered. As we discuss below,
this continuum curvature has an additional interpretation in jet
models.

4. JET MODEL RESULTS

As mentioned above, our strategy in testing our jet models
against the data was to allow the maximum number of model
parameters to vary freely during the fit. This allowed us to ex-
plore which parameters had the greatest influence on the fits.
Several parameters settled on fairly similar values for both sources
and all observations, which suggests that those parameters could
be fixed in future applications of this model. We discuss this
possibility explicitly below.

Fits with a complicated model can easily lead to false, local
minima; therefore, we began the fitting procedure outside of
ISIS, using unfolded data sets in order to find a set of starting
parameters that would yield reduced �2P 5. For this paper we
have chosen to explore only models with rough equipartition
between the magnetic and radiating particle pressures (k � 1).
This assumption is obviously not applicable for Poynting flux–
dominated jets; however, we consider the very weak accelera-
tion required by observations to be an indication that magnetic
domination (which would generally imply stronger accelera-
tion mechanisms) is not likely to be very extreme.

We use the results of Markoff & Nowak (2004) as a rough
guide for consistency and only consider models with reflection
fractionsP20% for jet nozzle radii r0P 20rg to be ‘‘successful’’
fits. For smaller values of the radii, slightly lower values for the
reflection fraction would be expected. In all cases the jet models
seemed to naturally prefer reflection fractions � /2�P 20%, so
in practice this restriction on reflection fraction was not an issue.

Figure 1 shows a representative model for GX 339�4 in order
to illustrate the contribution from the various components that
go into the later figures showing actual fits. The radio through IR
originates exclusively from self-absorbed synchrotron radiation
beginning at zacc and continuing outward along the jet. Optically
thin synchrotron emission from the accelerated power-law tail of
leptons also contributes to the soft X-ray band. The base of the
jet radiates direct synchrotron photons, giving a slight hump in
the optical/UV, which are then included as seed photons (along
with disk photons) for upscattering by the emitting electrons into
an SSC/external Compton (EC) ‘‘hump’’ in the hard X-rays. The
shape of this hump is rounded, due to the quasi-thermal particle
distribution assumed in the base, and thus reduces the need for a
large fraction of disk-reflected photons to contribute to the spec-
tral break/hardening at �10 keV. The possibility that there are
two correlated continuum components in the X-ray band is sup-
ported by our ensemble of simultaneous radio/X-ray observations
of Cyg X-1, whose spectra are very well described by expo-
nentially cut off, broken power laws (Nowak et al. 2005; Wilms
et al. 2005). In these models, the soft X-ray spectral slope is very
well correlatedwith the break of the hardX-ray spectral slope, and
the hard X-rays are very well correlated with the radio (Gleissner
et al. 2004b; Nowak et al. 2005). The multicolor blackbody in-
cluded in the jet model is also shown in the soft X-ray band. The
photons from this component are included in the inverse Compton
upscattering within the jet.

The statistical fits are shown in Figures 2 and 3, for GX 339�4
and Cyg X-1, respectively. Each figure encompasses nine pan-
els, with each row representing a single simultaneous radio and
X-ray observation of the source. The first column shows the en-
tire radio through X-ray jet model + soft disk + reflection fit, and
the second column focuses just on the X-ray band. The last col-
umn shows the thermal Compton coronamodel from eqpair for
comparison. Values for all fitted parameters are given in Tables 2,
3, and 4.

The results presented in Figures 2 and 3 and Tables 2, 3, and 4
immediately demonstrate three important results of this work.

1. Jet models describe the data equally well as pure Compton
corona models, even when employing the broadband and high
statistics of the RXTE data. There has been question in the lit-
erature (e.g., Zdziarski et al. 2004) as to whether or not jet models
can adequately describe the spectral cutoff of the hard tail. While
pure synchrotron jet models may not be able to describe the steep
cutoff present in some (but not all) observations, jets can also
successfully account for this hard tail cutoff via Comptonization.
The primary differences between ‘‘traditional’’ coronal models
and jet coronal models are that the coronal temperatures are
higher in the latter (�1010 vs.�109 K), and the disk seed photons
in jet models are significantly augmented—if not dominated—by
synchrotron seed photons.

2. The jet models, similar to the Compton corona models,
describe a complex continuum with curvature—specifically, a
hardening above 10 keV. Again, the hardening often predomi-
nantly ascribed to a ‘‘reflection hump’’ is being somewhat sub-
sumed by continuum emission. In the jet model, the steeper
slope of the soft X-rays is primarily due to synchrotron emission
from the jet, rather than being influenced by the disk photons,
while the hardening is due to the SSC/EC component. Reflection
is present but represents a smaller fraction of the total hard flux
compared to the corona models. Note that the fits discussed here
are in contrast to earlier incarnations of the jet model, which at-
tempted to describe observations solely via the synchrotron com-
ponent (e.g., the studies of XTE J1118+480; Markoff et al. 2001a).
For XTE J1118+480, the lack of any discernible break or hard-
ening near 10 keV in the continuum spectrum was used to argue
for the lack of a reflection component (Miller et al. 2002), which

Fig. 1.—Representative model for GX 339�4 ObsID 40108-02-01, show-
ing jet and multicolor blackbody models only. This is the model that is then
convolved with the disk reflection and line emission elements for the final sta-
tistical fit. The components are labeled. [See the electronic edition of the Journal
for a color version of this figure.]
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1

Figure 8.6: Example jet and
multicolour black body only fit
to data of GX 339-4
(Markoff et al., 2005, Fig. 1)

the distance ZJet. After this region of more rapid acceleration, the velocity saturates
at Lorentz factors ΓJ & 2− 3. Note that the radius of the jet base, r0, determines the
radius of the jet as a function of the distance to the jet base.

Besides r0 and h0, i.e., the dimensions of the jet base, further main parameters
determine the properties of the jet. The input jet power, NJ, acts as a normalisation
parameter. It defines the power input into the particles and the magnetic field at the
jet base and is expressed as a fraction of the Eddington luminosity (here defined as
Ledd = 1.25×1038MBH/M� erg s−1, Markoff et al., 2005). Note that a full understanding
of the physics of how jets are energised is still lacking. Te is the electron temperature
of the relativistic thermal plasma entering the jet base. The equipartition factor k
describes the ratio of magnetic to particle energy density. zacc gives the location of
the point within the jet beyond which the leptons are accelerated into the power law
distribution. pspec defines the slope of this power law component of the electron energy
distribution in this non-thermal tail, with the number of electron with the energy E
being N(E) = E−pspec . rin and Tin describe the inner radius and the temperature at the
inner radius of the accretion disc. These parameters are not tied, i.e., when increasing
the inner disc radius rin ‘by hand’ one needs to adjust the temperature Tin accordingly to
achieve the desired effect of diminishing the influence of the disc on the X-ray spectrum.
The parameter fsc is a measure for the acceleration. As Markoff et al. (2005) have,
however, pointed out this parameter does not have a direct physical interpretation, as
the initially supposed acceleration mechanism, diffusive Fermi acceleration, seems not
to be valid and a full understanding of the acceleration mechanism in the jets is lacking
yet.

The model parameters mBH (mass of the black hole) and i (the inclination) of the
source have to be frozen at values known for a certain source and are not supposed to
be fitted when using the agnjet model (S. Markoff, priv. comm).1

Figure 8.6 illustrates the contribution of the jet components and accretion disc
only. The synchrotron emission contributes strongly to the soft X-ray regime while
the hard X-rays are dominated by Comptonization. It is also evident that additional

1An instructive animated overview over the effect of the changes in single parameters of the
agnjet-model on the whole model spectrum can be found on the homepage of D.Maitra under
http://www.astro.lsa.umich.edu/∼dmaitra/models/. In order to understand this complex model
and its multitude of parameters it is strongly advised to take a look at the animations before attempting
own fits with the agnjet-model.
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measurements in the optical and infrared wavebands would allow to further constrain the
model (see Maitra et al., 2009, for such observations of the transient sources GX 339-4
and XTE J1118+480).

In the presence of a jet as described by this model, reflection will play a major role
in shaping the spectrum: a part of the radiation from the jet impacts on the cooler
material of the accretion disc and leads to the presence of reflection features, namely
a reflection hump and fluorescent line emission. These spectral components need to
be modelled separately as it has been shown by Markoff & Nowak (2004) that a direct
calculation of the reflection for the jet model is too complicated to allow for spectral fits.
Markoff & Nowak (2004) have also shown that when the hard X-rays are dominated
by Compton processes (which take place close to the very base of the jet) a reflection
fraction of up to 20% is possible. This result allows for an additional consistency check
on the fit parameters.

8.3.2 Fitting Method and Start Parameters

Especially for complex, physical models the actual fitting has to be preceeded by careful
condsiderations of the fit functions and the fitting strategy. They are discussed in the
following for the agnjet model introduced above.

Fit Function

Already the simple broken power law fits in Sec. 8.2 (and in Sec. 6.1.2 for RXTE
data only) have shown, that a proper description of the spectrum of Cyg X-1 requires
interstellar absorption and a Gaussian component taking into account the iron Kα
line at about ∼ 6.4 keV. Fe Kα is a signature of reflection, which has therefore also to
incorporated into a physical model. As discussed above, the agnjet model does not
intrinsically model reflection, which has therefore to be taken into account directly by
an appropriate extra model. The fit function for RXTE data only is therefore:

reflect(1,(agnjet(1)+egauss(1)))*constant(Isis Active Dataset)*

*tbnew(1)

The main model component is agnjet, which defines the continuum. The iron line is
modelled by a Gaussian component and both components are then convolved with the
reflection model reflect. tbnew models the interstellar absorption and the constant
takes the different normalisations of the detectors into account. The individual model
components are introduced in Sec. 5.3 and Sec. 8.3.1.

To be able to use the INTEGRAL data in spite of the problems with the Tungsten
line, the model is modified to

reflect(1,(agnjet(1)+egauss(1)))*constant(Isis Active Dataset)*

*tbnew(1)+calibline()

The values of the calibline function are frozen to those obtained in the broken power
law fits as listed in Table 8.1. Because of the complexity of the jet fits, fitting the line
would have resulted in a prohibitive increase in the computational time, especially for
the fits presented here, which are mainly meant as a rough exploration of the parameter
space and will already take hours to days on an usual CPU, although a low tolerance
resolution is set and a fast (though more prone to getting stuck in local minima) fitting
algorithm is chosen.
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Fitting Strategy

Since fits with a complicated model such as the agnjet model can easily get stuck in
false local minima, it is necessary to start the fits already with a good reduced χ2 value
and with a reasonable parameter set. The model has manually to be brought in a good
agreement with data (χ2

red ≈ 3− 5), only then the model will converge in a reasonable
time and at reasonable values (Markoff et al., 2005).

The behaviour of the model when fitting RXTE only data is well understood and
the data also tend to dominate the χ2 because of the high number of data bins and
low errors compared to the INTEGRAL data. Additionally, the parameters of the fits
achieved below 200 keV allow a comparison to the results in the literature. Therefore,
both RXTE only and joint RXTE and INTEGRAL fits were carried out.

The model is very sensitive to the radio part of the spectrum, as it strongly influences
the parameters of the synchrotron component. Because only few or, as in this case,
just one data point in the radio waveband are usually present and these with large
uncertainties (as opposed to 100–200 data points the the X-ray range), the fitting
strategy sometimes includes an artificial reduction of the radio errors for the preliminary
fits to increase the significance of the radio measurement for the fit. Here this strategy
was not employed as the radio measurement was not simultaneous with the RXTE
data.

A new version of the agnjet model should be available soon (summer 2010,
S.Markoff, priv.comm.). It will address some computational issues and the physics of
the high electron temperatures. The current version of the code will sometimes get
stuck in unphysical areas of the parameter space, where, e.g., all the particles are cooled
down and no emission is emerging. The high electron temperatures should result in
pair production prevailing pair annihilation, an effect which is not yet incorporated
into the code and might have a strong effect on the high energy part especially of the
Comptonization hump (Maitra et al., 2009; Nowak et al., 2010). Maitra et al. (2009)
quantify the time costs of the model, which are high even when using a big cluster.
Such a cluster was not at disposal for this work. Besides, even with a lot of CPU time
available, a careful physically motivated choice of start parameters is important, which
can only be achieved if the parameter space is well understood.

Given the new model almost in reach and the fact, that the INTEGRAL data are
awaiting a better calibration, it was decided to use the present model for a rough
exploration of the parameter space and perform the error calculations on the parameters
when the newer and better versions of both model and data become available. Note,
however, that such error calculations for a model as complicated as agnjet do often
or almost always lead to the detection of better χ2 minima, i.e., when comparing the
results of this analysis to those in literature generally a higher χ2

red and more structure
in the residuals are expected for the results of this analysis.

Fixed Parameters

Not all of the multitude of the parameters of the agnjet model are supposed or make
sense to be fitted, especially taking into account that certain properties of the source
(e.g. the approximate mass of the black hole) are either known or can be more reliably
determined by other measurements. Additionally, Markoff et al. (2005) and Nowak et al.
(2010) have shown that the model is not sensitive to changes in certain parameters for
Cyg X-1 while other parameters are strongly correlated.
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Figure 8.7: Effects of changes
of the inclination i on the
model for the high electron
temperature best fit model as
presented in Sec. 8.3.3. For
the uppermost panel the incli-
nation was set to 45◦, for the
middle panel to 35◦ and for the
lower panel to 25◦. For an in-
clination of 47◦ see Fig. 8.12.

Parameters which are best determined from other measurements are the black hole
mass, the distance and the inclination i, which are here frozen to the values used
by Markoff et al. (2005, see there for respective references): 10M�, 2.5 kpc and 47◦,
respectively.

Note especially the value for the inclination. Nowak et al. (2010) use an inclination
of 35◦ which is in a better agreement with the current knowledge in the literature
(see Sec. 2.5). This, however, does not take into account the known ∼ 150 day period
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in the lightcurves of Cyg X-1 which might be due to the precession of the disc/jet
system (Brocksopp et al., 1999a; Pooley et al., 1999; Lachowicz et al., 2006; Ibragimov
et al., 2007; Poutanen et al., 2008) and therefore obsoletes any fixed inclination value
independent of the precession phase. The inclination has a major influence on the
spectrum as can be seen in Fig. 8.7. Inclination has a strong effect on the jet beaming,
as for the higher inclination the fast parts of the jet are beamed more and more out of
the line of sight, i.e., the spectrum becomes more inverted and the overall measured flux
decreases. However, both effects can be also achieved by changing other parameters and
the degeneracy between inclination – which can in theory be well constrained from other
observations – and other internal parameters that are inherent to the jet is therefore
high. It should therefore not be considered a fitting parameter and is kept fixed (S.
Markoff, priv.comm.).

The height h0 of the base of the jet is tied to the radius of the jet base by h0 = 1.5r0

as also done by Nowak et al. (2010). Markoff et al. (2005), who tried to fit all the
parameters in their initial exploration of the parameter space, have shown that the
fits are not sensitive to this parameter. Fits with h0 as a free parameter were tried
without any significant imporvements over fits with h0 = 1.5r0 or major changes in the
parameter itself.

Maitra et al. (2009) have pointed out that, while their fits for XTE J1118+105 and
GX 339–4 require a high fraction of non-thermal electrons, they are not very sensitive
to the exact value, and have therefore fixed the parameter to a value of 0.75. Here,
the same approach is undertaken. Fitting this parameter did not significantly improve
the fit nor did indeed the parameter change much itself or did manual changes of the
parameter introduce noticeable improvements.

The parameters defining the inner edge of the accretion disc, rin and Tin, have been
left free. The fits are however not very sensitive to them, which is to be expected
because the disc temperature lies outside of the energy range covered by the instruments
used and because the analysed observation is very hard. As had been shown in Sec. 8.2,
broken power law fits do not require a disc component at all, i.e., the disc is too weak
to be detected.

The abundances for the reflection component were set to those of Wilms et al. (2000)
and the inclination to the same value as the inclination of the jet.

8.3.3 Fit Results

Low Electron Temperature Solution

Prompted by the above presented concern that the high electron temperature at the
base of the jet, Te, might pose a problem for the model, a fit with Te < 3× 1010 K was
first attempted for the RXTE data. The start parameters for this fits were provided by
M.Böck (priv.comm.). Not only the temperature of the electrons, but also the slope
of the power law contribution needs to be constrained: 2 ≤ pspec ≤ 3. The values of
pspec in the literature are well within these limits (Markoff et al., 2005; Nowak et al.,
2010), but this is only true for higher values of the electron temperature obtained for
these fits. Fig. 8.8 shows the best fit to RXTE data using this constrain. An overview
of the fit parameters is given in Table 8.2. The reduced χ2 of ∼ 1.4 indicates a good fit
– especially when compared to the best fits of Markoff et al. (2005), who explored the
parameter space in more detail but nevertheless get one of their bestfits in the same
quality. An inclination of i = 40◦ was used for this fit, as attempts to achieve a good

116



Para- [unit] Model with Model with Model with
meter Te ≤ 3× 1010 Te ≤ 3× 1010 free Te

high k
P + H P + H +I P + H P + H +I P + H P + H +I

χ2 260 691 253 370 171 399
DOF 180 234 180 234 180 234
NH [1022cm−2] 3.8 3.1 3.3 3.3 2.6 2.3
Nj [10−2Ledd] 4.27 4.19 2.7 2.69 3.94 3.73
r0 [Rg] 4.52 4.54 5.79 5.79 6.39 6.13
Te [1010 K] 2.59 2.59 3.0 ∗∗ 3.0 ∗∗ 3.90 3.75
zacc [Rg] 4.34 4.34 14 14 10.3 10.3
pspec 2.96 2.96 2.48 2.48 2.59 2.58
fsc [10−5] 6.7 6.4 4.4 4.4 35 40
k 3.10 3.35 20.4 20.4 2.11 2.57
Ω/2π 0.11 0.16 0.0 ∗∗∗ 0.0 ∗∗∗ 0.045 0.10
rin [Rg] 7 2 5.22 7.0 7.0 50 ∗∗

Tin [106 K] 3.7 2.8 3.3 3.3 2.6 1.0 ∗∗∗

CHEXTE 0.876 0.865 0.849 0.849 0.839 0.849
CISGRI – 1.053 – 1.042 – 1.031
i∗ [◦] 40 ∗ 40 ∗ 47 ∗ 47 ∗ 47 ∗ 47 ∗

Table 8.2: Best-fitting parameters for the Jet model
∗ The inclination i was not a fit parameter, but fixed at these values. Attempts to achieve a good χ2

with i = 47◦ for Te ≤ 3× 1010 and low k were not successful
∗∗ Parameter at upper limit.
∗∗∗ Parameter at lower limit.

χ2 with i = 47◦ were not successful.
However, a more detailed look at both the parameters and the residuals reveal

possible problems of this best fit model: residuals of HEXTE data show overall a slight
curvature, a possible indication that the form of the Comptonization hump, which
dominates the jet in this energy range does not yet describe the data well. The value of
the multiplicative constant describing the normalisation differences between HEXTE
and PCA (CHEXTE,Jet = 0.876) is significantly higher than in the case of the broken
power law fit (CHEXTE,bknpl = 0.850± 0.009), indicating that the constant compensates
for the missing curvature of the model.

Note additionally the very small values of r0 and zacc of ∼ 4.5 Rg for both and the
high value of NH of 3.8 × 1022cm−2. The latter does not agree well with the values
obtained in the broken power law fits and lies well outside the confidence values which
were presented in Fig. 8.3.

Important to note is that such detailed considerations are only possible for statistical
fits. ‘By eye’ comparisons as employed, e.g., by Zhang et al. (2010) for their advection
dominated accretion flow plus jet model, do not allow for such a detailed comparison
between data and model. This approach for comparing a complex physical model of
the jets to the data does not achieve even the goodness of those models used as start
parameters here (the automated fits are started once χ2

red ≈ 3− 5 is reached by hand).
As a next step, the INTEGRAL/ISGRI were included and the fit repeated. The

best fit spectra are presented in Fig. 8.9, the parameters are again listed in Table 8.2.
This solution clearly does not describe the data well: the reduced χ2 is in the order of
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Figure 8.8: Best fit for Te <
3×1010 K for RXTE data only.
PCA data are shown by red cir-
cles, HEXTE data by light blue
triangles and the Ryle data
point by the dark blue trian-
gle. Jet components are indi-
cated as in Fig. 8.6. The lower
panel is a close-up of the X-ray
portion of the spectrum.

3. Note that the ISGRI residuals show the same curved shape as the HEXTE residuals
discussed for the RXTE only fit. The residuals further show high discrepancies between
model and data at high energies: the model fails to describe the exponential cutoff in
the data.

Low Electron Temperature, Strongly Magnetically Dominated Solution

Markoff et al. (2005) point out that while they mainly explore solutions where the jet is
close to equipartition (this assumption is strengthened by the weak accelerations required
by the observations), reasonable minima with the ratio between the magnetic energy
and the energy of the radiating leptons k � 1, i.e., solutions for strongly magnetically
dominated jets, are possible. Although all models presented in the literature except
for a single model of those presented by Nowak et al. (2010), prefer a magnetically
dominated jet with k ≈ 2–3, no solutions with a strong magnetic dominance were looked
at yet for Cyg X-1. In the attempt to find a better solution for Te < 3×1010 K a strongly
magnetically dominant model was found. The parameters are listed in Table 8.2. Since
the solutions for RXTE only and for combined RXTE and INTEGRAL data do not
show any larger differences in the model parameters, only the joint spectrum is shown
here, namely in Fig. 8.10. The goodness of the RXTE only fit is slightly better (χ2 = 253
instead of 260 for 180 degrees of freedom), but the joint RXTE and INTEGRAL fit is
with χ2

red ≈ 1.6 significantly better than the solution with k ≈ 3.

118



0.
01

0.
1

1
10

10
0

ke
V

 P
ho

to
ns

 c
m−

2  
s−

1  
ke

V
−

1

10−9 10−8 10−7 10−6 10−5 10−4 10−3 0.01 0.1 1 10 100

−
5

0
5

χ

 Energy (keV)

0.
01

0.
1

1
10

10
0

ke
V

 P
ho

to
ns

 c
m−

2  
s−

1  
ke

V
−

1

10 100

−
5

0
5

χ

 Energy (keV)

Figure 8.9: Best fit for Te <
3× 1010 K for RXTE and IN-
TEGRAL data. PCA data are
shown by red circles, HEXTE
data by light blue triangles
and the Ryle data point by
the dark blue triangle. Jet
components are indicated as
in Fig. 8.6. The lower panel
is a close-up of the X-ray por-
tion of the spectrum. INTE-
GRAL/ISGRI data and resid-
uals shown by green squares.

Nevertheless, some problems are evident: The reflection component does not con-
tribute to the spectrum, as the reflection fraction is Ω/2π = 0.0. On the other hand, the
iron Kα line, itself a reflection feature, is present in the spectra, i.e., reflection should
play a role. The electron temperature Te runs against the hard limit of 3.0× 1010 K,
implying that a better fit might be found for higher temperatures. It is unclear how
this would influence the other parameters and if, e.g., the fit would converge towards
the later discussed high electron temperature solution or a different minimum. Note
also how the high equipartition k implies a much lower jet input power Nj while the
synchrotron radiation from the jet (light green dashed line defining the ‘hump’ of the
overall spectrum) now contributes to the overall spectrum at higher energies.

Although generally in better agreement with the data than in the previous solution,
the residuals at high energies still show a peculiar wave structure, which is especially
clearly seen on the upper plot of Fig. 8.10, showing the full broadband spectrum. The
flux at the high energies above 200 keV is still overestimated, though less so than in the
previous model with k ≈ 3.

High Electron Temperature Solution

Since the low temperature solutions are not capable to describe the spectral break seen
in the INTEGRAL/ISGRI data at energies of about 200 keV, modelling the data with
higher allowed electron temperature is attempted. Note that these are temperatures
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Figure 8.10: Best fit for Te <
3×1010 K and high k (strongly
magnetically dominated jet)
for RXTE and INTEGRAL
data. Representation of data
and model components are as
explained in Fig. 8.8.

where the pair production becomes important (Nowak et al., 2010), which is not yet
included into the model. Although no fundamental changes are expected, the shape
of the high energy component is anticipated to change. The good description the old
version of the model provided so far for RXTE data fitted with Te > 3× 1010 justifies
the use of this model on a preliminary basis.

Fits with the current version of the model are presented in Fig. 8.11 for the RXTE
data only and in Fig. 8.12 for the RXTE and INTEGRAL data. The parameters of
the fits can be found in the right column of Table 8.2. Interestingly, here the best fit
parameters for RXTE only and for the combined RXTE and INTEGRAL spectra again
differ significantly. For RXTE only data a fit with χ2

red ≈ 0.95 is achieved, i.e., the best
fit presented so far. The residuals do not show any discernible structure.

The Hydrogen number density is with NH = 2.6× 1022cm−2 still higher than in the
broken power law fits. The normalisation CHEXTE is lower than in any other jet fits
and in the broken power law fit, but well within the error bars of the broken power law
solution. The electron temperature Te rises to 3.9× 1010 K – a value in good agreement
with those presented by Markoff et al. (2005) and Nowak et al. (2010). Note that it
does not run against the hard set boundary of 4.0× 1010 K here as opposed to the low
electron temperature, strong magnetically dominated solution with its hard boundary
of 3.0× 1010 K. All parameters lie well within the ranges presented so far by Markoff
et al. (2005) and Nowak et al. (2010) even though the latter use a different inclination
of i = 35◦.
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Figure 8.11: Best fit for Te free
for RXTE data only. Repre-
sentation of data and model
components are as explained
in Fig. 8.8.

Adding the INTEGRAL data to the fits and fitting only the ISGRI normalisation
(with additionally modelling the Tungsten instrumental background line, of course),
however, clearly shows that this parameter set is not able to describe the high energy
data well, as the best achieved χ2

red is 3.0. Therefore, the whole fit is repeated for the
joint spectrum.

The best fit for joint data still does not describe the high energy cutoff well (see
Fig. 8.12), but as this is the part of the spectrum where changes due to the update
of the model are expected and the deviations are less than in the low temperature
solution, the overall fit with χ2

red = 1.7 is accepted as a good solution. Note that the
model describes RXTE data seen individually with a χ2

red of 1.2 (this is better than
any value obtained for Te < 3× 1010 K), i.e., the deviations between the model and the
data are indeed dominated by the ISGRI data in the high energy part of the presented
X-ray spectrum.

The seemingly most prominent change is that in the values of rin and Tin. Both
parameters run against the boundaries corresponding to the lowest contribution of the
disc to the spectrum. However, changing the parameters manually to those obtained in
the RXTE only fits does not lead to significant changes in the spectrum: χ2 increases
from 399 to 401 for 234 degrees of freedom, i.e., the parameters rin and Tin do not
significantly contribute to the overall spectral shape and the error bars on these
parameters would be very large (for RXTE only fits they indeed mostly extend over
the whole allowed parameter range, M. Böck, priv.comm.).

121



0.
01

0.
1

1
10

10
0

ke
V

 P
ho

to
ns

 c
m−

2  
s−

1  
ke

V
−

1

10−9 10−8 10−7 10−6 10−5 10−4 10−3 0.01 0.1 1 10 100

−
5

0
5

χ

 Energy (keV)

0.
01

0.
1

1
10

10
0

ke
V

 P
ho

to
ns

 c
m−

2  
s−

1  
ke

V
−

1

10 100

−
5

0
5

χ

 Energy (keV)

Figure 8.12: Best fit for Te free
for RXTE and INTEGRAL
data. Representation of data
and model components are as
explained in Fig. 8.9.

Overall, the reflection fraction increases by a factor of two from the RXTE only
(Ω/2π = 0.045) to the joint RXTE and INTEGRAL fit (Ω/2π = 0.10), while the jet
becomes slightly more magnetically dominated (increase in k from 2.11 to 2.57) and
the temperature of the input electrons Te and the overall input power Nj decrease. A
slightly smaller r0 indicates a more compact nozzle region. The normalisation constants
CHEXTE and CISGRI are in very good agreement with those obtained from the broken
power law fits. Note however the change in CHEXTE from the RXTE only fit (0.839) to
the joint fit (0.849). The Hydrogen number density is still high.

8.3.4 Conclusions

Best fitting models for different input electron temperature regimes have been presented
by Maitra et al. (2009) for GX 339–4. Their data, while including some infrared
observations, did not include any observations above 200 keV. Here it has been shown
that the high energy data as obtained by INTEGRAL can be used to further constrain
the model and to help derive the real physical parameters. For the case of Cyg X-1 it
implies that solutions with low input electron temperature Te < 3× 1010 K do not allow
for a proper description of data above 200 keV though they offer a good description in
the energy range of RXTE (3–200 keV). Note that changes to be introduced in the next
version of the model will have no or very small influence on fits with Te < 3× 1010 K.

The best fit with free Te demonstrates that the inclusion of high energy (INTEGRAL)
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data allows to better constrain the parameters of the model – the best fit solution to
RXTE data only might not be the one describing the high energy part of the spectrum
reasonably well.

However, the results for Te > 3× 1010 K have to be treated with caution. On the
one hand, the high electron temperature solution might require a better treatment of
pair production in the jet as will be included in the next version of the model. This will
introduce changes to the high energy spectrum and should allow for a better modelling
of the cutoff. On the other hand the χ2 space has not yet been fully explored as such a
time and CPU expensive approach is not reasonable knowing the current limitations of
model and uncertainties in the data, where the existence of the Tungsten instrumental
background line (see Sec. 7.4.1) and uncertainties in the slope (Lubiński, 2009) introduce
additional errors.

All the presented fits indicate that the spectral break at about 10 keV (clearly
discernibly in the broken power law fits in Sec. 8.2 for the here discussed observation
and in all observations of the RXTE campaign in Sec. 6.1.2) is not only due to reflection.
Though reflection does contribute, the basis continuum is more complex and the
intrinsic shape of the Comptonization hump as well as the change from the synchrotron
dominated to the Comptonization hump dominated part of the spectrum also contribute
to the spectral break. This behaviour was also observed by Nowak et al. (2010, and
references therein).
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9 Summary and Outlook
Some problems are so complex

that you have to be highly intelligent and well informed
just to be undecided about them.

– Laurence J. Peter –

In Sec. 9.1 I give a short summary over the individual sub-projects which constitute
this thesis and their results. For a more in detail discussion of the individual results,
see the referred sections. This is followed by an outlook in Sec. 9.2.

9.1 Summary

Data from two different observations campaign of the black hole candidate Cyg X-1
have been analysed in this work: the bi-weekly observation campaign with RXTE and
the INTEGRAL Key Programme. For both data sets spectral and timing analysis was
performed.

• A spectral overview analysis of the RXTE legacy observation campaign was
performed in Sec. 6.1. I could confirm previous results for the spectral behaviour
of Cyg X-1 for both broken power law and simple Comptonization models. This
long-term analysis of spectra on RXTE orbit-to-orbit basis (∼ 90 min) constitutes
the context for any further analysis of the source.

• In Sec. 6.2 I performed and discussed X-ray timing analysis of three RXTE
observations during a radio flare in 2005, which constitute an overview over a
failed state transition, which was also observed in the infrared with Spitzer. A
joint analysis with Spitzer data to study jet properties is in preparation (Rahoui,
..., VG, et al. (in prep.))

• A comparison of different dithering pattern of the INTEGRAL satellite (obser-
vations at end of 2009) and the quality of the data obtained with them was
conducted in Sec. 7.1: This directly influences the strategy of the futureCyg X-1
Key Programme (KP) observations, since the customised random dithering pat-
tern and not the so far used standard hex dithering pattern was found to offer
best image quality.

• I performed tests of different image reconstruction approaches to decide on the
best way to conduct further analysis of the Cyg X-1 KP (Sec. 7.2): fitting the
source position offers the best results for the Cyg X-1 field. A larger collaboration
including scientists at ESAC in Spain (M.Cadolle Bel) and CRESST/NASA-
GSFC and UMBC in the USA (D.M.Marcu and K.Pottschmidt) benefits from
this finding, as it allows a consistent treatment of the Cyg X-1 field. In addition,
a further interesting source, the symbiotic binary 3A 1954+319 was found to be
active within the IBIS and partly JEM-X field of view during the Cyg X-1 KP.
This source and the long-term evolution of its period was presented as a poster
by Marcu, ... ,VG et al. (2010) and is the topic of a forthcoming paper by Marcu,
..., VG, et al. (in prep.)

• I have tested different lightcurve extraction algorithms and evaluated the high
time resolution INTEGRAL-ISGRI lightcurves of Cyg X-1 for an exemplary ob-
servation in 2007 in Sec. 7.3. This is an important step towards opening the
new observational window of studying black hole timing above 20 keV. Results
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of this analysis have been presented as a poster1 at the 7th INTEGRAL/BART
Workshop in Karlovy Vary, Czech Republic (14.–18. April 2010). A refereed
publication in the proceeding of the workshop is forthcoming (Grinberg et al.,
2010, in prep.). The conclusion that only the ii light algorithm does offer the
possibility for high time resolution studies and provides reliable results led to
the return of the algorithm into the INTEGRAL standard software package OSA
with OSA 9.

• I modelled the 17–500 keV ISGRI spectra of Cyg X-1 from the 2007–2009 period
to probe the parameter space of these mainly exceptionally hard observations
(Sec. 7.4). This assessment allowed for a better understanding of calibration
features, especially the Tungsten instrumental background line and prompted
improvements in the instrumental responses for the instruments in the newest
software version OSA 9. Parts of the spectral analysis have been included into
posters by Pottschmidt, ..., VG et al. (2010b) and Pottschmidt, ..., VG et al.
(2010a).

• The last step of this thesis was the application of jet models to a selected multi-
wavelength data set of Cyg X-1 as observed in 2008 (Sec. 8). I have shown that the
additional ISGRI data allow to better constrain the model and to exclude certain
areas of the parameter space (here: low input electron temperature solution)
where a comparatively good fit for RXTE data only is possible. Additionally,
the fits showed that the spectral break seen in the spectrum of Cyg X-1 at about
10 keV is only partly due to reflection, which agrees with previous results of jet
model fits to data not including the 200–500 keV range.

9.2 Outlook

Even though Cyg X-1 is one of the best studied black holes candicates there is still
plenty to understand both regarding this individual source and the big context of
galactic black holes and even AGN. This thesis is only a first step in my work towards
an understanding of the broadband variability of Cyg X-1.

I will use the timing analysis techniques learned during the analysis of three example
observation in Sec. 6.2 to conduct timing analysis of the whole bi-weekly RXTE
observation campaign of Cyg X-1 from 1996 to today and analyse the possible spectro-
timing correlation to extend the work of Böck, VG, et al. (in prep.), who performed
spectro-timing analysis of a single, exceptionally well-sampled state transition. The full
Cyg X-1 campaign offers an unique possibility to track the behaviour of a source over
now 14 years and to connect the short- and long term evolution of the spectral and
timing properties, both during flaring and exceptionally hard phases.

For INTEGRAL data, the first step will be a thorough testing of the new version
of the INTEGRAL software, OSA 9, which should include an improved treatment of
the time-dependent gain of the ISGRI instrument and therefore not show the problems
with the Tungsten instrumental background line found in Sec. 7.4. This will allow a
detailed analysis of the INTEGRAL spectra, including the use of the more complex
and physically justified Comptonization model eqpair.

Though only few exist, the contemporary INTEGRAL and RXTE data sets will
offer the possibility to better understand the anomalous noise in the INTEGRAL PSDs
and therefore pave the way for timing analysis above 20 keV. These data sets will, once

1http://eos.asu.cas.cz/ibws10/media/uploads/Grinberg.pdf
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better calibrated, offer the unique opportunity to test the improved jet-model in the
high energy regime, where higher order corrections to the classic approach become
important, and to compare it to pure Comptonization models.
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